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ABSTRACT

One of the foremost controversies in contemporary theoretical criminelogy
concerns Low to simultaneously explain the existence of both continuity and
discontinuity in patterns of criminal behavtor over time. Three broad theoretical
paradigms have been used to explain both continuity {(stability) and discontinuity
(change): population helerogeneity, state dependence, and dual taxcnomy theories.
The main dispute among these conltrasting theoretical paradigms centers largely on
predicted differences regarding the degree to which criminal propensity is
stablefunstable across the life course. This study examines three key guestions
congeming patterns of continuity and discontinuity across the life courses of senous
youthful offenders: (1) how stable are individual differences in the propensity to
commit criminal acts aceoss the life course; (2) are there two {or more} discrete
groups of offenders with distinct age-crime curves; and {3) is criminal activity of
adjacent ages causally related, alter controlling for persistent individual differences in
the propensity to ofiend?

Three large data sets of serious youthful oflenders released from the
Califormia Youth Authority were used in this study. The dependent vanable copsisted
of the number of arrest charges during cach age-year. The age ranges considercd in
this study varied by sample, but overall fell between the ages of 7 and 43
Semiparametric finiie mixture Poisson models, as well as parametric randoim effects

and standard negative binorial models were estimaied to examine tne 155ues.



The substantive results were identical across all three szmples and indicated
that: {1} between-group differences were fargely unstable across the ages studied; (2)
there were more than two diserete groups of offenders found within each sample; and
{3} even after accounting for persistent unobserved heterogeneity in the propensity to
engage in eriminal activities, there was still a significant, positive, and substantively
important relationship between having been arrested at the prior age and the
frequency of arrest at the current age. The broad substantive implications of these
results are that change matters in the lives of serious offenders, and even in the lives

of the most persistent serious youthful effenders.
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CHAPTER 1

INTRODUCTION AND OYERVIEY

Criminologists generally agree that age 15 one of the strongest predictors of
criminal activity {along with gender) and that a disproporuonately large share of
offending 15 committed by those wha are in the age cohort betwe=n mid-adolescence and
young adulthood (Famington 1986). In fact, the relationship between age and crime is
one of the most robust empirical findings in criminology, or as Hirschi and Gattfredson
{1983; 552) state, “this distribution thus represents one of the brute facts of criminclogy.”

When criminologists speak of the relationship between age and crime, they
usually are referring to the “age-crime curve.” The aggrepate age-crime curve (which is
computed by dividing the total number of arrests of individuals of & given age by the total
population size of the specific age) indicates: (1) a sharp increase in the arrest rate in the
early teen years; {2) a peak age of arrest in the late teen or early young adult years
(depending on the crime type); and (3) a decrease 1n the rate of arest over the remaining
age distribution. Graphically, the distribution of arrests over the age range resembles the
lognormal or gamma probability density functions, both characterized by a peak and a
long right tail {see Brtt 1992).

Consider, for example, the two panels in Figure 1.1 that contain the aggregate
age-crime curve for both violent and property FBI Index crimes in 1380, 1994, and

2000

"iolent Index crimes inglude mutder and noaneglizent manslaushier, forcible rape, aggravated assauit,
and robbery Property Index eneses inglude Burelery, larceny thels, metor velucle theft, and assen.

i



Figure 1
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Although there 15 some parametric invariance in these age-crime curves (1.e., the mean,
mode, skew, and kurtosis are not identical in each year), the general age-crime
relationship described above can be readily seen. In each of the panels and for each year,
enime rates dramatically increase in early adolescence, peak in late adolescence or carly
adulthood, and then continually decrease over the remaining age distnbution. Further
evidence of the relationship between age and erime ¢an be found 1n studies that anatyze
data relating crime rates to ageregates of vapous sizes. These sludies consistently reporl
that, overall, the age distribution of any population is inversely relaled to 1ts cnme rate
{Hirschi and Gottfredson 1983; Cohen and Land 1987; Steffensmeier and Harer 1987,
Steffensmeier et ab. 1989).

Beyond that basic description, however, the relationship between age and crime 1s
the fundamental source of many controversies in criminolegy, controverstes that have

sometimes led to rather rancorous debates between researchers. According to Lauriiszn

(1998 127

Few substantive 155ues 1n criminelogy have been maore
contentinus than those raised by the study of age and
cnme. While most social scientists agree that the
aggresale age-crime curve reaches a peak during late
adelescence and declines rapidly thercalier, there arc
ongoing debates abour the theorstical meaning of this
‘brute fact’,
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This study, which employs the use of three samples of serious youthful offenders,
examines thiee key guestions refated to ihe reiationship between age and crime: (1) how
stable are individual differences in the propensity to commit criminal acts across the life
course; (2) are there two (or more) discrete groups of offenders with distinct age-come
curves concealed within the aggregate age-cnme curve; and (1) is cominal activity of
adjacent periods or ages causally related after conirolling for persistent individual

differences in the propensity to offend?

The *“Great Debate™ Concerning the Age-Crime Curve

Beginning in the mid | 980s, the field of cnminology witnessed what Vold,
Bernard, and Snipes (1998: 235} called the “Great Dehate” concerning the relationship
between age and crime. This debate invalved a rather bitter dispute over whether one
finds the same relationship between age and crime with individual-level data that 1s
observed when analyzing aggregates. Two main factions formed within this debate—one
represented by Hirschi and Gottitedson (1983, Gottfiedson and Hirschi, 1986, 1988,
1990} and the other by Blumstein and his colleagues {(Blumstein and Cohen 1979, 1937;
Blumstein et al. 1986, [988a, 1983b; Famogton 1983, 1934).

Hirschi and Gottfredson (1983} contend crime is everywhere inversely related to
age at both the individual and aggregate levels of analysis. Thus, the relationship
between age and cnme (5 deemed to be invanant; all people, everywhere, within any
historical period, tend to commit less crime as they age regardless of pffensce tvpe.
Hirscht and Gottiredson further argue that age-specific offense rates increase
dramatically from age 10 until age 17, and then contincally decrease thereafter. In
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addition, Hirschi and Gettfredson (1936) emphasize that the decrease in offending with
ape occurs regardless of the offender’s eriminal propensity (i.¢., no maher whether the
individual's criminality is high or low). Thus, they expect that {after the peal years) the
rate of offending will decrease with age, even among those serious and/or chranic
offenders who are still criminally active.

Plumstein and his colleagues, on the other hand, argne that age is not inversely
related to critninal offending at the individual level of analysis amaong active offenders.
Blumstein and his colleagues concede that both participation in criminal activity and the
incidence rates of offending vary inversely with age at the population level. However,
they contend that Gottfredson and Hirschi confuse changes in participation and incidence
rates with changes in the frequency of individual offending among active olferders
{referred to as lambda). While Gottfredson and Hirschi argue that incidence rates decline
because there is a decrease in frequency ¢f offending by active offenders, Blumstein et al.
arzue the incidence rate declines because there are fewer active offenders as age
increases. Thus, it is the effect of offenders beginning {onser) and termating (deststing)
their ciminal careers that [s Jargely causing the age-crime curve to take its empirical
shape. In shorl, Blumstein and his colleagues argue that as lony as offenders are active,
they will continue to commit crimes at a relatively constant rate irdependent of their age.
If this is true, it has profound implications for crime control policies as the incapacitation
ol acltive offenders could significantly reduce the crime rate.

Certainly, one of the major peints that Biumstein and his colleagues are trying to
convey is that the shape of the age-crime curve could be the resu:t of a process other than
offenders simply commilting less crimes as they age, and thus, that caution is impertive
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when oflering explanations for the empincal shape of the aze-crime curve. More
specifically, they indicate that the age-crime curve i1s dnven by two processes:
participation rates and incidence rates. A change in either one of these rates affects the
empirical shape of the age-crime curve. They argue that the sharp inchine in the early
teen years 15 largely the result of increasing cnime partlicipation rates, that the peak ages
are determined by panicipation rates reaching their height during those years, and that the
dechine in incidence rates is due largely to offenders terminating their criminal careers
{i.e., participation rates are declining). Stiil, their argument, which has been made
repeatedly, is that as long as offenders are active, they will continue to commit crimes at
a relatively constant rate independent of their age. As Famngton (1986: 218) notes,
“they {Blumstein and his colleagues] have consistently argued that the individual crime
rate or incidence of offending [lambda) is constant during a criminal career and that
changes in aggregate crime rates rellect changes in prevalence.” In addition, Farringion
(1986: 189} himself argues, “age-cnme curves for mdividuals do not resemble the
aggregate curve since incidence [lambda) does not change consistently between the onset
and termination of criminal careers.” Indeed even as recently as 1997, Farnington i 997:
365) argued that a “30 year old offender commits offenses at roughly the same rate as an
18 year-old offender, although offenders are more prevalent in the population of 18 year
olds than in the population of 30 year plds.”

Currcently, the primary source of contention betwecn various researchers shill
concerms the causes of the inverted-J shape of the age crime curve, but the specific

disagreement has shifted from purely focusing on whether the relationship between age



and crime is constant among active offenders.’ Contemporary controversies related to
the relationship between age and ¢cnme focus on three key guestions. (1) haw stable or
unstable are individual differences in criminal behavior across the life course; (2) are
there two discrete groups of offenders in the offender population, each with their own
age-crime curves that differ from the overall apgrezate curve, but which when aggresated
together produce the observed overall curve; and (3] 1s there a significant relaticnship
between criminal activily 2t adjacent ages (or perteds) after controlling for persistent
differences in the propensity to offend? Although these 1ssues are sometimes treated as
mutually exclusive, they are actually highly intercannected. In fact, these controversias
can all be viewed within the bounds of the longstanding “paradox of persistence™

phenomenen in criminology (Cohen and Vila 1996).

The Paradox of Persistence

The “paradox of persistence” refers to the consistent finding that when looking in
reverse or refrospectively, researchers find that most adult eriminal offenders were
juvenile delinguents. While looking forward or prospectively in the lives of juvenile
delinquents, however, rescarchers find that most delinquents do not go on to become
adilt criminal offenders (see e.g., Blumstein et al. 1986; Caspi and Moffitt 952,
Cemkovich and Giordano 2001; Cline 1980; Gove 1985; Loeber and Le Blanc 199C;
McCord 1980; Robins 1978, Sampson 2000; Sampson and Laub 1993, 1997; Tracy and

Kempf-l.eonard 1926). An oft-cited guotation from Robins {1978: 61} perhaps best

T Chapies 3 oreviews the evidence from tongiudiral stadies of criainal offerding patterns over time. 1o
shgat, the evidence suzperts the Feot that creme decizases as 2 funciion of age, and refutes the constancy ¢l

cripme smoeng aznyve offenders posier
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summarizes the issue: “adwlt antisocial behavior virtually requires childhood antisocial
behavior, yet most antisocial children do not become antseo.al adults” Thus, onthe one
hand, there is 2 consideraple amount of continuity in hehavior over time, evidenced by
the fact that few, if any, cnminologists would argue with the statement that the presence
{and/or frequency) of delinquent criminal activity dunng childhood and adolescence is
one of the best, if not the best, predictor of adult criminality, Yet, at the same time, the
relationship between juvenile and adult enminal activity is not a deterministic
relationship, and a number of juvenile offenders are able to escape the ¢criminal lifestyle
and do not become “career criminals,™ In other words, there is both continuity and
change (discontinuity) over hime, and while this i3 a relatively straightforward (and some
might argue simple} statement, the eticiogical explanation of this relationship is actually
very complex. This is the source of a key theoretical controversy in the discipline of
criminelegy (Cohen and Vila 1996} hew can one simultaneously explain the sources of
both continuity and change in criminal behavior over time? Any valid explanation of the
sources of continuity and discontinuity in crirminal offending patterns must
consequentially produce an explanation that is consistent with the observed shape of the
age-crime curve and if offending at adjacent ages is causaily related after accounting for

individual differences in the propensity to offend.

" The terms puvenile offender and ruvenile delinguent wili be used interchangeably througheut this study.
While recownizing \hat there are certmn non-crimenal bebiavions that could cause an individual to be libeled
a5 & delincuent (e.g | status olfenses swch as ruoming away and incamgihaliey), these tecms wili be vsed
interchangeably herein o reflect behavior that s cunsidered crimunal in nature (2.p , theft. assawll, burglary,
robbery).



Explaining the Paradox of Persistence

Three primary theoretical explanations have been proffered to explain both the
paradox of persistence and ihe shape of the age-crime curve: population heterogeneity,
state dependence, and the dual taxonomy approaches. According to the population
heterogeneity explanation in its purest form, conitnuity and change in criminal offending
patterns over time are explained entirely by #me-imvariant differences in a latent
proneness to engage in criminal aciivity. Population helerggeneity theories are
semetimes called latent trait theories because they posit that there is variation across the
population on a persistent, underlying ov latent variable that explains crime (Nagin and
Paternoster 1991, Nagin and Farrington 1992a, 1992b). This latent variable is either
unmeasured or poorly measured (Cohen and Vila 1996). According to the pepulation
heterogeneity positton, 2l! offenders follow the same age-crime curve and all oifenders
are areued to decrease their offending over time, The individuals who have higher levels
of the fatent variable, however, will engage in criminal activity carlier in life, persist in
committing criminal acts further into adultheod, and commit criminal offenses at a higher
rate at all points in time. Individuals lower on the distnbution of [atent propensity, on the
other hand. are argued to begin offending later, end their offending earlicr, and commit
offenses at a lower-rate at all points in time. In other words, continuity and change s
explained entirety by between-individual diifferences in latent criminal propensity. The
association between criminal activity at any two points in time {g.g., two adjacenl ages}is
argued to be caused by the latent propensity, and controiling for the underiymg
propensity eliminates any relationship between crime at any two poinis in thme
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Gottfredson and Hirschi’s {1990) self-control theory 15 the leading population
heterogeneity thieory.

A pure state dependence eapianalior, on the other hand, wrgues thai ing prepensiry
to engage in crime is molleable over the age distibution. Continuity in criminal achivity
arises as a result of the negative cumnulalive canseguences of earlier cnminal activity
and/or continued engulfment in the “criminal lifestyle”, whereas change results from
experiencing positive events that can potentially mitigate one’s criminal propensity (e.g.,
getting married or obtaining a good job). The shape of the age crime curve 15 denived
from the fact that criminal prepensity is variable over the life course, and ts at it highest
ievels in the mid to late adolescent years. An imporiant proposition of state dependence
arguments is that criminal activity at one point in time is causa/fy related to cnminal
activity at a later point in time. The age-graded theory of tnformal social control
proposed by Sampson and Laub (1993) is often considered as an example of z sfate
dependence theory.”

The dual taxenomy explanations argue that the criminal offender population is
comprised of two empirically distinct offender categories, cach with its own etiological
explanation, In the dual taxonomy approaches, there is a larger group of olfenders who
only engage in criminal activity during adolescence, while the second smatler group is
“life-course persistent” in their criminal activity. Thus, since the aggrepate age-cnme

curve mixes these two groups together, it takes on its observed shape. The change s the

* As described in the next chapter, the age-graded theary of Sampson and Laub (1993) is better dascrnibed as
a “mived” theary that allows for both state dependence and enduring individual differences {Nagin and
Paternoster 2000). The primery assumption of this theory, however, is that criming! propensity car be
changed a5 a result of changing levels of sozal control over the life course, and thus it s generally referrad
tr a5 2 theary af state dependence. In its purest form, state dependence theones inciude labeling theary
{Lemert 1972, sacial leaming theory {Akers 1985), and general strain theory {Apnew 1992].
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result of desistence by the “adolescent-limited,” whereas continuity results from the
continuing criminal activity of the life-course persistent group (Moffitt 1993, 1997}
According to this stream of theoretical thought, the association between cniminal activity
at two points in time is arzued to be spunous for the life-course-persistent group, and
causally related for the adolescent-limiled group. The dual taxonomy theory of Moffitt

(1893, 1927) is an example of this type of thzoretical approach.

Ohverview of the Study

As noted above, this study examines three key, often conwroversial questions.
These questions will be examined using data from the serious youthful offender
population, a population of ofTenders that are rarely included 1n examinations of the
issues this study addresses. To date, research has fargely ignored the empinical question
of whether or not senious youthful offenders are a hemogenous group or a heterogen.
bunch of groups with differential rates and trajectonies of criminal activity across ags.”

The remainder of this study will proceed in the following manner. In Chapler 2,
we present a more comprehensive deseription of the population heterogeneity, state
dependence, and dual taxonomy perspectives, with special emphasis on the seif-control
theory of Gottfredson and Hirschi {1990), the age-graded theory of informal social

control proposed by Sarmpson and Laub (1993), and the dual taxonomy theory of Moffitt

* Previous research ton offen freats this group of seripus offenders as a homogencus group (especiaity m
terms of the continuity of thear kehavioral patterns) beczuse they only cornprise a very small Faction (=5%)
ol gpeneral population samples {e.g., binth cohon samples, school samplesy. They are usually Lreated a5 a
hoemogenous sroup vie a binary variable (usually tabeled “chronic,” “serious,” and/or "persistent” offenders
on the basis of making some olten 2x post faco cut-off point) and then are compared against the low-rale
alfendsss ond nonofenders. Sampson (2000) crncweas this statie, between-individia! research (whick
produces canzlusions indicating high-rate offerders have elevated nsks of continusty in offending relative
to nonchroric offenders) bacause o tends 1o reify the fixed categores and neglecls the noture and extert of
within-udierduzl chanue than s oecurrzng with the uafoldimg ol tme
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(1993). The second chapter alse includes a discussion of the public pelicy implications
of these issues. In Chapter 3, we review the extant empirical literature on the topics of
concem in this study. The specific livpotheses examaied in this study are also presenied
in Chapter 3. In Chapter 4 we describe the lustory, policies and practices of the
{Califomia Youth Authorily, the state agency responsible for housing the most senously
delinquent/criminal youthful offenders in the state. We wili pay special attention to the
procedures and policies in place from 1981-1992, the historical period in which our
samples were incarcerated and paroled.

The data and statistical methods employed in this study are descnbed in Chapter
5. More specifically, the data utilized herein are three samples of individuals released on
parote from the Caltfornia Youth Authonty in fiscal years 1981-82, 1986-87, and 1991-
92. The sources of data and vaniables used in the analyses are described in this chapter.
This chapter concludes with a description of the statistical methods employed in this
study, namely the finite mixture or semiparametric random e{fects models of Magin and
Land (1993: Land and Nagin 1926; Land et al, 1996; Nagin 1999), as well as parametric
random effects panel methods.

We present a descriptive summary of the three data sets i Chapter 6. Thus
chapter includes a description of the charactenstics of the cases (e.g., ethnicily, gang
membership, drug apuse}, the age at first ceiminat arrest, the types of offenses the
individuals in the samples were arrested [or perpetrating, their adult incarceration
expeniences, and the mortality pattems of these individuals.

The rezults of the substantive analyses are presented (0 Chapters 7 and 8. Chapter

7 prescnts the resulis from applications of the Nagic and Land (1993} Gnite mixture
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model to each of the three samples. The resulls in Chapter 7 are in turn used (o
investigate the age-crime curves for distinet “latent classes” of offenders who share a
simifar age-specific offending trajectory, witly an emphasis on exantining whether the
relationship between age and crime is invariant across the latent ¢lasses. Also, the latent
classes derived from the application of the {inite mixture models in this chapter wil] form
the basis for subsequent analvses tn Chaptsr 8 that test whether there s a relationship of
past 1o subsequent criminal activity after contegiling for unobserved or “hidden
heterogeneity™ (Land and Nagin 1996).

The methodological approach used in Chapter 8 is the muttimethod approach
deseribed by Bushway et al, (1999, who recomimend using several differcnl statistical
models {each with different assumptions) to estimate the relationsliép belween past and
subsequent crinunal behavior. This is critical because recent research suggests that
conclusions of some previcus empirical investigations of this issue were possibly
method-specific, thercby bringing inte question the robustness and reliability of the prior
[indings. To the degree one can robustly replicate the findings using different methods
that have different assumptions, one can be mare assured of the exastence of the
estimaled effect {Bushway et al. 1999). Similarly, replicating findings across multiple
samples would lend further suppert to the robustness of any observed effecl.

As Lhe final chapter, Chapter 9 discusses the main findings of this study as
evidence 1n support of or contrary to the hypotheses desemibed in Chapter 3. Chapter 3
then concludes with o discussion of the mitations of this study and directions for future
research concerning the topee of contirnity and discentinuity in criminal offending
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Overview of the Findingsl

In general, v results presented in this study lend support to the arguments that
(1) there is a significant amount of heterogeneity in the propensity to offend within the
senous youthful offender population, and {2) that change is relevant in the lives of
sericus youthful offenders even afler controlling for persistent individuea! differences in
the propensity to engage in cniminal activities across the s course,

The results in Chapter 7, which are based on the semiparametric mixed Poisson
model of Nagin and Land {1993}, indicate that a made! with six components in the
mixing distoibution (or stx latent classes) provided the best fit to the data in all three
samples. The results indicated sigmficant suppod for the hypothesis that there are
multiple, distinct offender groups on the high-end of the eriminal propensity continuum.
These findings also provided evidence refuting the claims of Moffitt {1993) that there are
only two discrete offender groups concealed within the offender population.
Examination of both the observed average total amrest charges and the observed and
predicied arrest lrajectories of each latent class indicated that there was simply too much
heterogeneity in the population {both in terms of the mean rates of offending and the
developmental shapes of the arrest trajectories} to be adequately and suff:ciently
accounted for with only two latent classes. However, the examination of the predicted
and observed arrest trajectories in alt three samples provided overwhelming support for

the presence of an adolescent-limited offender group {consistent with the predictions of

Maoffitt's theory).



The resulis presented in Chapter 7 for all rthree samples also send a vigorous
signal indicating a lack of support for the age-invanance hypothesis of Gottiredson and
Hirschi (1990}, The age invariance hypothesis was {irst statistically rejected using the
Wald statistic that tests the restriction of constraining each age parameler to be equivalent
across the latent classes. The age invariance hypothesis was then tested substantively by
examining the observed and predicted arrest trajectories of the latent classes. The results
provided strong evidence of a breakdown in the maintenance of between-group
differences across time. In all three of the samples, there was a considerable amount of
change in the between-group differences through the late adolescent and adult years
studied here.

The results presented in Chapter 8 indicate that even aller accounting for the
population heterogeneity in the propensity to engage in criminal activities {as measured
by arrest data) through both parametng and nonpararnetric methods, there was stiil a
stgnificant positive relationship between having been arrested at the prior age and the
frequency of arrest at the current age. The results also indicated that it was absolutely
critical o adequately control for the differences in criminal propensity when estimating
the relationship between past and subsequent criminal activity. There was a 50-60%
reduction in the magnitude of the state dependence relationship after controlling for
persistent individual differences. Models estimated within cach latent class failed to
uncover significant differential state dependence effects that were stronger i the
adolescent-limited group as predicied by the duat taxenomy theory of Maoffit (1993).
Overall, the evidence presented in Chapter § overwhelmingty favors the muwved position
that atlows for the general imponance o both populaticn heierogenzity and statc
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dependence processes in the explanation of both continuity {stability) and discontinuity
{change) in criminal offending patterns across the life course.

Finally, the results presented in Chapter 8 also suegest a significant
methodological theme on this topic—a failure to accurately capture the age effects within
a sample of data will lead to an overestimation of the estimated state dependence eifect.
The methodological contribution suggested from the results obtained in this chapter is
that it is absolutely critical for rescarchers to ensure that the age effects are adequately

modeled because unaccounted for variation in such effects was found te mask genuine

state dependence effects,



CHAPTER 2

THEORETICAL FRAMEWORK

INTRODUCTION

As noted in Chapter 1, this study focuses on three issues central to the continuity
and discontinuity of the criminal careers of serious youthiul offenders across the age
span. {1) the relative stability of ceiminal propensity over the hife course, (2) the degree to
which the observed age-crime curve conforms with crime patterns exhibited by multiple
heterogeneous groups of otfenders with different crime trajectonies, and (3) whether there
is a relationship between past and subsequent cnminal activity alter controlling for
persistent individual differences among offenders. This chapter focuses on the theorencal
framework guiding this study and consists of three main sections. First, the more general
population heterogeneity and state dependence explanations will be described in detail.
Second, three specific theoretical frameworks and their explanations of these
aforementioned issues will be discussed: Gottfredson and Hirschi (1990), Sampson and
Laub (19934, and Moffitt {1923}, Attention in this section will focus on how each
theoretical*framework explains continuity and discontinuity of ciminal offending
patterns, the relationship between age and crime, and the refationship between past and
subsequent criminat activity. The third section will discuss the public policy implications
of bath continuity/discontinuity in crime and the relationship between age and enme.

[+ ts imporiant to itote 2t the outset, that this study does not test the speciiic causal
structures of a purticulur theory or set of theonies, but rather it presents an empirical

evaluation of the precise longitudinal implications of three teading criminalogical
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theoretical frameworks noted above. Thus, this study is best viewed as providing
evidence either supporling or refuting the direct empirical impiications of each of these
theoretical frameworks. To date, these implications have remained largely untested

among the senous youthful offender population.

POPULATION HETEROGENEITY AND STATE DEPENDENCE
Asindicated in Chapter 1, etiological explanations concerming continuity of

cniminal behavior over ime are broadly defined in terms of their basic presumption of
either population heterogeneity and/ar state dependence processes. Heckman (1981: 150)
sharply describes the distinction between the two processes:

One [explanation] is that individuals who expenence the

event are altered by their experience in that the constraunts,

preferences, or pnices {or any combination of the three} that

govern future outcomes are altered by past events. Such an

effect of past occurrences is termed structural state

dependence. A second explanation is that individuals differ

in some unmeasured propensity to expenence the event and

this propensity is either stable over time, or if it changes,

values of propensity are autocorrelated. Broadly defined,

the second explanation s a consequence of population
heterogeneity,

Drawing heavily on the “um schemes™ analogies presented in Heckman (1981)
and Nagin and Palemnoster {1991, 2000), this section explicates the basic principles of
both the population heterogeneity and state dependence explanations as they pertain to
cnme.

To begin, assume that each individual in the popuiation has an ¢m containing
both red and blue balls. The balis represent an individual s propensity to engage in crime
and prosocial activities respectively. Over time, individuals pick balls {i.e., event tnals)

18



and replace the balls in the um {i.c., sample with repiacement). Further, aliow the
drawing of a red ball to represent the event of “commitling a crime,” while drawing a
blue ball represents the probability of engaging in “prosocial activity.” The proportion of
red balls in an individual’s um represents their criminal propensity. Thaus, individuals
with greater proportions of red balls in their umns have greater propensities {o engage in
criminal activilies, whereas individuals with greater proporions of blue balis havz greater
propensities to engage in “conventional or prosocial” behaviors (Nagin and Paternoster

2000: 120,

Population Heterogeneity

Consider first the popuiation heterogeneity um scheme. According to this
perspective, individuals are assigned urns, and the inttial constellation of red balls te blue
balls varies across urns in the population; in other words, there is population
heterogeneity with respect to the mix of red and blue balls in individual ums. The cntical
assumption of the population heterogeneity argument is that for any given individual,
once an um is assigned, the proportion of red and blue balls is considered fixed across
time, stable across time, or time-invariant. Individuals draw and replace balls over time,
but neither red nor blue balls are added to or extracted from a person’s um. Again,
individuals with higher percentages of red balls are at greater risk of engaging in cnminal

activities.'

' The nanhere of the processes that cause or generate the inisial distribution of ced and bive balis ina given
urifze , the causes of crimunal propensity) and ar what point they are considered fixed vanes across
different popuiation heterogenety theones, but the basic principles of this theoretcal saeam of thought are
the same.
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Given the assumptions of sampling with replacement and the fixed nature of red
and blue balls in any given um, the odds of drawing a red ball {i.e., cormmitting 2 come)
or a blue ball (i.e, engaging in prosccial activities) agver change for each individual
across the Nife span. Accordingly, some individuals in the population simply have a
greater chance of drawing a red ball (because they have more red balls in their um; and,
even more importantly, these individuals are consistently more likely to engage in
eriminal behaviors relative to those who have more blue balls in their um because the
distribution of red to blue balls never changes. In other words, each draw from the um is
statistically independent of the prier draws in the sense that drawing a red ball does not
increase (or decrease) the odds of drawing another red ball at the next draw. In
retrospect, however, the knowledge of an individual's past experience of drawing red
balls wil} certainly be highly predictive of the odds of a future draw[né of ared ball. For
example, an individual who has never drawn a red ball will be unlikely to draw a red balil
in the future. Conversely, an individual who has only picked red balls in the pastis
highly likely to continue picking red balls in future trials. Why is this so? According to
the papulation heterogeneity perspective, the correlation between past and future draws 1s
simply determined by the initial mix of red and blue balls in one’s um.

As Nagin and Patemnoster note (2000: 121), “the predictive power of past events is
entirely due to the fnitial distribution of red and blue balls in the um” {(emphasis in
ariginal). For example, any observed correlation between past and subsequent criminal
activity is entirely due to the initial distribution of red balls in the um. Since the
probability of picking a red (or blue} ball is constant over time {1.e., from trial to tnal},
continuity in behavioral patterns (criminal or prasocial}, is simply 2 consequence of the
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initia! propensity to engage in those behaviors {1.e., the imitizl odds of drawing a red or
blue ball). Thus, the occurrence of completing high school, going to college, involving
cneself in a stable mamage, and obtaining a job are all seen to arise as a consequence of
the initial distnbution of the propensity to engage in such conventional acts. Individuals
expenence these events as a consequence of the initial number of blue bails in their vms.
Similar to the lack of causation between prior and subscquen! criminal activity, there are
neo causal links between the occurrense of prosocial activities and future criminal
behavior. Again, the correlations between the number of red and blue balls drawn in the
past and the odds of drawing a red or blue ball in the future are entirely determined by the
initial distribution of the red and blue balls in one’s urn. The correlation 13 not causal, but
rather it simply {and spurigusly) reflects the initial distribution in the individual ums.
Under the assumption that it is not possible to see directly inside the um to count
the exact number of red and blue balls, past counts of red balls drawn can be used as an
indicator of a given individual's fatent criminal propensity. Naturally the greater the
aumber of trials observed (i.e., the longer the length of foliow-up peried in a study of
croiminal behaviers), the more accurately one could measure the atent propensity

variable.

State Dependence

Using the same umn analogy, the pure form of state dependence differs from the
population heterogeneily explanation on two key assumptions. Iirst, all individuals are
initiallv assizned identical uns with the exact same number of red and blue balls. This

con‘rasts sharp!y with the population heterogeneity explanation because all individuals
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are viewed there as having equal odds of initially selecting a red or blue bali (i.e., all
individuals have equal enminal propensities in this model).

Second, wiile ingividuais still sample with replacemeni, the rumber and mix of
red and blue balls 1s malleable aver ime. The crtical assumption of the state dependence
perspective 1s that the selection of a given ball results in the addition of one or more balls
of the same color drawn in the trial to the individual’s urn. Thus, if one selects a red ball,
that drawn red ball is replaced and additional red balls are deposited in the individual's
um. In other words, the commission of 2 cominal act {1.2,, the selection of the red ball) 15
argued to causally increase the odds of future criminal acts (i.e., additional red balls ars
added to increase the preporiion of red balls in the tndividual's um). The same process is
assumed to occur for the selection of a blue ball; engaging in a conventional or prosocial
activity is argued to increase the edds of future prosocial activities.

Thus, the state dependence position views continuity in behavior as resulting from
the fact that after the event of picking a ball of a given celer, the odds of picking that
color increase i the {uture because of the additional balls added to he um. In other
words, the propotion of red and blue balls 15 cﬁnsidered to vary over time and 1o be
causally related to past events. Regarding the relationship between past and subsequent
criminal activities, the observed cormrelation i1s argued to be genuinely causal in nature
rather than spuricusly due to the initial distnbution of red and blue balls a5 in the
population heterogeneity explanation. Thus, one can see why population heterogeneily
theories are often referred to as static theones whtle theories assuming a state dependence
process are often referred 1o as dynamic theortes (Paternoster et al. 1997). The key

proposition of state dependence theones then is that events have consequences, and that
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these consequences can either increase or decrease the likelihood of future criminal

behavior.

The state dependence position adopts the view that: (1}

eriminal behaviers may subsequently open up new

opportunities for other eriminal activities while closing

off opportunities for noncrinie, and {(2) some noncnminal

behaviors may subsequently open up epportunities for

ather noncriminal behaviors while closing off cnminal

opporunities (Nagin and Patemnoster 2000: 125}
As a dynanic perspective, state dependence theories directly imply that even if in the
past one has engaged in cnminal activities (and added more red balls to one’s umn),
engaging in prosocial activities can decrease the probabihity of future criminal activity at
any point because more blue balis will be added to the person’s um. In other words,

criminal propensity can be signi{icantly altered over the life course by continued

involvement or investment in prosocial activities (Nagin and Paternoster 1993, 1994},

Mixed Thecries

While in tﬁcir purc forms population heterogeneity and state dependence
explanations are diametrically opposed explanations, they are not mutually exclusive
processes (Magin and Patemoster 2000, Sampson and Laub 1997). That is, theones can
both aliow for population-level heterogeneity in the initial distobution of criminal
propensity, while also ailowing for consequences to result from engaging 1n cnmingl
activity, As Sampson and Laub ([997: 155) state, “to assume that individual differences
influence the choices one makes in life (which they cerlainly do}, does not mean that
socizl mechanisms emergine from those choices can then have no causal sigrificance.”

Irdeed there is 2 growing consensus in the field of criminology that persistent individual
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differences must be incerporated into any valid theoretical explanation of criminal
behavior since it has become obvious thal “there are persistent differences across
tndividuals in the rates of offending over ume” {Land and Nagin 1996: 164). Whether
those persistent differences are the "be all and end all” of explaining crime and exactly
how stable they are over time is a fundamental debate in criminotogy {Paternoster,
Brame, and Famngton 2001).

In the next three sections, the theones of Gottiredson and Hirschi, Sampson and
Laub, and Mofhitt representing the population heterogeneity (Gottfredson and Hirschi}
and mixed models (Sampson and Laub, Moffitt) are described. * A key distinetion
between each of these theories is in their different explanations of the stability of
anitsocial tendencies over the life course.  The question of stability has direct
implications for explaining the shape of the age-crime curve. Thus, particular attention is
focused on each theory’s explanation of continuity in citme and its corresponding

cxplanation of the age-crime relationship.

GOTTFREDSON AND HIRSCHI'S GENERAL THEORY OF CRIME
In their book A General Theory of Crime (1990), Gotifredson and Hirscha
explicate their popuiation heterogeneity theory centered-around the netion of self-

vontrol.’ This theory has profound implications for saciological theories of crime

* Even thosgh both Sampson and Laub's {1953) age-graded informal social controd theary and boffin's
dual taxonomy theory are conceptually distinet theoties, both theories are examples of integrating elements
ufboth populanon heteropeneity &nd state dependence propoesitions tnto their etiological explanations of
crirmuinul behavior.

* Wiisen and Hermstein {i985) have proposed ancther weli-known population heterngeneity theary. The
causes of comimal procensity vary somewhat hetween thair theary ond the theory ol Gottfredson and
Firschs Dottfredson and Hirschi piace the oot causes of crnimepo propensity 1a the early child rearing
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because 1t challenges the basic fundamental premises of most seciological theories
{Cohen and Vila 1996; Nagin and Patemester 1994), and thos their theory 1s highly
deserving of both empirical testing and cnitical evaluation,

To begin, Gottfredson and Hirschi say that their theory is “meant to explain all
crimes, at all times, and for that matter, many forms of [risk taking] behavior that are not
sanctioned by the stata™ {1990: 117), which is why they refer to their theory as a general
theory of cnime. Gottfredson and Hirschi place the concept of self-control as the
centerpiece around which nearly every “fact” of crime can be crganized and explained,
including continuity in crime, the age-crime relationship, the gap between male and
female involvement in eriminal activities, the disproperlionate involvement of minornities,
the role of peer groups, why prosocial activities are negatively comrelated with cnminal
activity, and why enminal] offenders tend to engage in a constellation of noncnminal yet
sirnilarly risk-taking behaviors that ace “anzlogous to crime™ {¢.g., alcohotism, drug
abuse, smoking, excessive speeding tn an automebile, automobile accidents, promiscuous

and unprotected sexual activity).

practices of the carcraker. While agrecing that chuld rearing practices are very imporiant, Wilsen and
Hemrnstein theary's, however, is more strongly roated in the biological and constintional determinants of
crumanal propensity, including & genetic predispasition lowards cricunal propensity. According to their
theory, hiclpwica! and constitutional factors, along with chuld-rearing technigues, induce population
variation in the depree to which pecple are more or less present-onented. Individuals who are more
present- rather than futee-oriented will be more inclingd 4o engage in crimiral activity because the rewards
of crime come immediatzly, whareas the costs are gererally deferred o some point i the furure.
Imgortantly, Wilson and Heernstein argue that the inability to defer granficanen is established eacly in Life
and is a stable personaliy rait across tme that is impervious to change. Thus, thew theory makes similar
ianztudhngl cnplicatans about crime cuntimary as the theory of Gontredson ard Hirsche
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Crime versus Criminality

One of Gottfredson ard Hirschi’s primary theoretical contributions is their
argumeant for distinguishing betw sen crime and crinunality as a necessity for
understanding the etiology of cnme. They argue that the failure of positivistic etiological
explanations to make this distinction renders most theories of enme seriously flawed in
the conceplualization of their dependent variable (Gottfredson and Hirschi 1990 144). In
short, For Gottfredson and Hirschi, crime refers to the behavioral acts that people engage
in, whereas criminality refers to the individual's propensity to engage in crime.

To be consistent with the “characteristics of ordinary crimes”, Gottfredson and
Hirschi define crime as “acts of force or fraud undertaken in the pursuit of self-interest”
{1990: 15-16). According to them, crimes are simple behavtoral acts that: (1) involve
immediate gratification and satisfy ordinary and universal desires; (2} provide few long-
term benefits to the actor and cause pain and suffering to the victim, and (3) are exciting,
risk-taking behaviors that can be committed by every individual in society without
specialized knowledge, training, or prior iearning,

While most criminclogical theories try to explain the “causes of crime”, they fall
to clearly concepluatize their dependent variable-- crime. By distinguishing between
crime and criminality, Gottfredson and Hirschi remove the confounding preoccupation
with the “acts of crime™ from the real theoretical question of criminality—explaining the
propensity of some individuals to engage in cnime. This focus on the actor clearly sets

the stage for the central mechanism they employ 1o explain criminality—self-control.*

"1 important to roie that thus defimben of crime i5 independent of the forinal criminal laws of the state,
but envoinpasses neus i all actiees thar would be prehibied by the stare [Tittle 1995)
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Criminality and Sel{-Control

To describe the type of individual most likely to repeatedly cngage in behaviors
fitting their definition of crime, Gotifredson and Hirschi offer a contral theary; they posit
{like all control theories) that paople would normally be free to comunit ¢rimes in the
absence of some “controlling” force restraining or preventing them from satisfying their
immediate desires (Vold, Bemard, and Snipes 1993).

According to Gotifredson and Hirsch (1990: 96-21), individuals who repeatedly
commit these kinds of acts “will tend to be impulsive, insensitive, physical {as opposed to
mental), risk-taking, short-sizhied, and pgnverbal ™ Impaortantly, they avgue that these
traits are positively correlated and tend to coalesce within certain individuals and o
persist throughout the life course. The authors note that the above characteristics ave the
precize traits of individuals with low levels of self-contrel. Thus, their theory posits that
the inclhination to copuoit crimina: acts in the pursuit of self-interest is a function of un
individual’s lack of selt-control.

Staled succinctly, individuals are assumed to vary in their propensity to use force
and fraud as a means of ful(lling their own seff-interests and/or obraining resonrces; this
varying propensity is what Gottfredsen and Hiwschi refer 1o as erimtinality. People have
varying degrees of criminality because there 15 a popuiation vaniation in the level of sclf-
control. People with high-fevels of sell-contro! have low-levels of crinnnality, whereas
indsviduals with low levels of self-cortvel have high levels ol criminatity.

Again, ihe authors 21so argue that their theory explains not only criminal acts, out

ather “anciogous” belavion as well (=2, alecholism, drug abuse. automabiis accidents).
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Individuals with low seif-contrel tend to engage in a wide varety of fsky acts consistent
with the definition of “crime.” Further, individuals with low self-control alsc have
difficulty, for example, obtaining and keeping employment, maintaining friendships with
spouses and others, completing educational endeavors, becoming effective parents,
staying healthy, and keeping long-term financial cormunitments. In other words, low self-
control does not enhance the quality (or longevity) of life and severely restncts the
potential to have or build positive social relationships. As Gottfredson and Hirschi
(1990: 56} arpue,

Social life is not enhanced by low self-control and its

consequences, On the contrary, exhibition of these

tendencies undemmines group relations and the ability to

achieve collective ends. These facts explicitly deny that a

tendency to commit crime is a product of socialization,

culture or positive leaming of any sort,

If the propensity to engage in crime is a cansequence of low seif-control, the
obvious question 1s: what are the causes of these varying ievels of self~conlrol?
According to the Gottfredson and Hirschi, levels of self-control arise largely from family
teaching and child rearing practices. Effective child rearing includes the following three
components: (1) the parents must adequately monitor the child’s behavior; {2} deviant
behavior must be recognized when it occurs; and (3) deviant behavior must be
consistently punished when it is recognized (Gottfredson and Hirschi 1990: 37}. These
three external controls on the child's behavior when employed consistently by effective
parents eventually become internalized in the chitd through the process these suthors

term “socialization.” Effective socialization develops the abilities to delay gratfication,

empathize with others, and to sacfice persenal needs for the well-being of others. In the
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absence of effective parenting/socialization, individuals will not develop the self-restraint
{i.e., high-levels of self-contro]) necessary to resist pursuing one’s self-interest in the
easiest, quickest manner possible: through enme; or as Gottfredson and Hirsehi (1990
88) pointedly state, "money withowt work, sex without courtship, revengs without court
delays.”

Considenng botn the concepts of crime 2nd criminality together, Gottfredson and
Hirscht claim to have produced an intemnally consistent argument by making thair
coneeplion of crime congruent with their conception of criminality: “people who commit
crimes are assumed to possess traits that reflect the nature of those acts” (Barlow (1991:
233).

Howgever, this intemally consistent rasult has been cnticized as tavtalogical
because their conception of Jow self-contrel is defined by the very behaviors assumed to
be indicators of low self-control. For example, Akers (1991} argues that until measures
of self-control are operationalized independent of the behaviors said to reflect low self-
contral, the theory will remain tautological. In their defense of this criticism, Gotifredson
and Higschi (1993: 52-53) retort, “the charge of tautology is a compliment; an assertion
that we followed the path of logic in producing an intemnally consistent result” and that
nontautological theories will produce definitions of enime and criminality that are

“independent of one ancther.”

Explaining Continuity & Discontinuity in Crime
A crucial proposition of Gottfredson and Hirschi is that criminal propeasity is set
very earlvan life (generallv by around the age 8), and that the degrec of sell-control
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instilled at that point will remain stable throughout the remainder of the life course. From
their perspective, the failure of socialization processes to instill adequate levels of self-
control is extremely difficult to overcome in later life, and, similarly, high-levels of self-
control once attained cannot be easily unraveled. Again, we emphasize that although the
authors clearly favor the position that it is easier to instill higher-levels of self~control
than it is to reduce the self-controi already instilled, they ultimately contend that
criminality is largely determined and intractable by around the ape of eight (1990: 1040).
They do, however, admit that an individual’s level of self-control is somewhat flexible
over time. They attempt to reconcile the discrepancy between the notion of self-control
{cnminal propensity) as a time-stable trait on the one hand, and allowing for the
possibility of it changing over time on the other hand, in two ways. First, Gottfredson
and Hirschi assent that changing from lower- to higher-levels of self-control 1s perhaps
possible, but extremely unlikely because the preexisting low level of self-control and all
of its consequences essentially overwhelm the odds of such change. Second, Gottfredson
and Hirschi {1990: 107) argue that while “socialization may continue te occur throughout
ife™ for everyone in the population, the relative pasition one occupies on the self-control
distribution scale in the population continues to remain stable throughout life. In other
words, they assume that socialization may continue throughout the life course, “the rate
at which socialization continues to occur is approximately the same for everyone™ (Wagin
and Paternoster 2000 §22).

In sum, the relative positions of individuals with respect to the distribution of self-
control present in the population at approximately the age & will be equal to the relative
distribution of criminadity present in the population at age 20, age 30, age 40, and 50 o,
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In the words of Gottfredson and Hirschi (1920: 107), “differences between people in the
likelihood that they will commit criminal acts persists over time.” Barlow (1991: 235)
refers to this as the “stability postulate.”

It is important to point out that Gottfredson and Hirschi's argument of time-
invariznt individual differences in criminal propensity after age 8 essentially discredits all
modem posilivistic theones of crime from the disciplines of psychology, economics, and
sociology.” 1f that assumption is true, then experiences in later childhood, adolescence,
and adulthood are essentially irrelevant to erime causation, and an individual's
cducational, econemic, social, and psychological experiences cannot have an endurnng
impact on crimuinal involvement {Nagin and Paternoster 1994). Moieover, Gotifredson
and Hirschi argue that all of thoge expenences are, 1n fact, determined by initial levels of
self-controf and thus none will have any effect on criminal behavior alter one controls for
this initial level of self-controt. Thus they argue that individuals self-sefect such
conventiona! experiences, meaning that individuals will select or choose educational,
economic, and social experiences thal are entirely consistent with their level of the latent

trait variable, self-centrol (Benson 2002).

*11is worth roting that Gott{tedson and Hirschi’s conceptualization of economic theeries of crime (e.8.,
Brccarig | 963; Hacker | 968) a5 positivistic is o1 seriovs odds with the main theoretical praposittons ot
positivistic criminology {see e.g., JefTrey 1972; Cohen and Land i%87; Vold et al. 1998}, and stands in
stark contrast with their earlier descriptions of econgmic thearies of ¢rime as distines fram positivistic
theorics {Crortfredson and Hirschi 1537k). The key propasilions of pusilivistiv trinduciogy are that forces
beyond the control of the individual determine criminal bzhavior, that individuals behave as they have been
determined to do so, that criminals are differeat {sociologizally, psychalogically, helegicalty] from non-
cruminals, and o rgjection of individual friee witl. Broadly defined, economic theories af crime such as the
classical and negclassical models envision individual behevier 25 determined by free wail, that individuals
are individually resporsible for thewr own behevior because they Frely chagse from avadlable sptions | and
that erimunals are normal czhwonal ixdic fuals (not sociegically, psyehologically, or biclogically dufferent
than nonm-criminais {eveep? in their chowc to enpagye in enminal sehavieral eptions).
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For example, the authors argue that having delinguent peers 1s spuriously
associated with criminal agtivity because “birds of a feather {lack together.” Delinquent
peers are impulsive, reckless youth who are fun to oe around because they are
adventuresorne, thnli-seeking, and present-oriented. As Nagin and Patemoster (1993:
490, 1994} argue, individuals with low self-control have incredibly high “discount rates™
whereby such individuals “place less value on future consumption, [so] they are unlikely
to invest in a hine of activity that sacnfices immediacy for future gratification.” Thus,
delingquent peer groups form consisting of individuals with low self-control who will take
advantage of avaliable nsky opportunities, opportunities that are facilitated through peer
group interaction. However, due to the nature of low self-control, these groups have
shorl life spans because individuals with low self-control have qualities (e.g., impulsivity,
self-centeredness, untrustworthiness) that prevent the lasting formation of any stable
relationship among such groups. Low self-control brings them together {not “status
deprivation” or “anomie™ or “social disorganization™); low self-contral will ultimately
break them apart. This view of delinguent peer groups stands in stark contrast to the
etiological signtficance of gang maintenance in cultural deviance/social leaming and
strain theories that envision subcultural peer pressurefsocial reinforcement as a major
cause of criminal activity {e.g., Sutherland and Cressey 1978; Akers [985).

Similarly, Gottfredson and Hirschi argue that because of such concomutant
characteristics (e.z., impulsivity) individuals with low self-control are uncomfortable in
structured environments and do not perform well in schogl or traditional jobs that involve
rate tasks. As a result, individuals with low self-control tend to de poorly 10 school and

waork environments. They often leave schooi (before graduating) are unable to retain
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employment and search of altemative environments that do net advocate foliowing rules,
or being punctual or orderly, attentive, and quiet for extended periods of time. Paraliel
arguments are made by Gottfredson and Hirschi for the correlation between enminad
activity and marriase stability, and parental investment. The correlations between cnime
and those events/experiences are entirely spuricus and due to a lack of self-controi itself.
Thus, from Goitfredson and Hirschi's perspective, ndividuals with low-ievels of self-
control self-sefect or sorl themselves over the life course into life expuriences and choices
(crime, nonmarriage or bad marriages, ineffective parenting, high unemployment, low
cducational attainment, frequent drug and alcoho! abuse) entirely consistent with their

deficient level of this underlying characteristic or trait (Nagin and Paternoster 2001}

Explaininp the Ape-Crime Curve

If the propensity to engage in criminal activity is constant throughout life, how
can Gottfredson and Hirschi explain the shape of the age-cnme curve, especially the
apparent sharp decline in crime after Jate adolescence? To get around such seeming
incongruity, they draw on their initial distinction of crime and criminality and argue that
criminality only predisposes people to engage in cime in the face of avaitable criminal
opportunities. In the absencee of opportunitiss, criminal propensity s fust that, cnminal
propensity. Individuals with high degrees of self-control will rarely commit crimes, even
in the presence of oppertunities, whereas individuals with low self-controi will use force
ar fraud to pursue their own self-interest at a relatively high rate in the face of such

opportunities to do s0. The implication of their argument is that because of age roles,
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structural factors and perhaps even biological processes, the epportuntities to commit
criminal acts tend to decline with age.

Thus, since criminal propensity remains fixed across time, the authors clearly rely
on a host of different social forces that lead to a “reduction in exposure to criminal
opporiunities, that, on average, decline as activity pattemns change with age,” to explain
the age-crime reiationship (Cohen and Vila 1996: 131). It should be noted, however, that
Gottfredson and Hirschi are neot as clear as they could be on this topic (Tittle 1995; Cohen
and Vila 1996).

For the purposes af this study, though, Gottfredson and Hirschi’s critical
argument concemns “age invariance” and its longitudinal implications. Their age
invanance argument, originally presented in Lheir American Journal of Sociclogy article
“Age, Crime, and Social Explanation” (Hirschi and Gottfredson 1983), posits that the
relationship between age and crime is “inherent, invariant, and inexplicable” (Tittle and
Grasmick 1998}, Mo matter whether one uses self-report offense data or official police or
court records of arrest, the data suggest that all people, everywhere, and within any
historical period, tend to comrnit less crime as they age. The authors argue that if the
relationship between age and crime is invanant and aff individuals commit less crime as
they age, then age is actually irrelevant to the study of ¢come and no socielogical,
psychological, or economic varables that covary with age (e.g., employment, marriage)
can explain this “age effect” (Tittle and Grasmick 1998}

Because this 15 such a controversial argument with far reaching implications for
both the explanation and the proper methods for the study of cnime, we consider their
arzumment in furiher detail bere. The authors have made it clear in several expostions of
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the invanance argument (Gottfredson and Hirschi 1987, 1990, Hirschi and Gottfredson
983, 1985, 1985, 1988) that they believe the shape of the age-crime curve is relatively
robust across persans, groups, cultures, and periods. All sources of data suggest that
individuals will have their greatest involvement in criminal activity during the late
adolescent years of life and offending will decline thereafler. The implication of this
argument is that even individuals with vastly ditferent life circuimstances and experiences
will have similarly shaped age-crime curves across the life course (Gresnberg 1985).
However, Greenberg (1985) notes that 1f the ape-enime curve resuits from the effects of
social processes that develop with age, then those processes should affect “different
groups differantly, breaking the upifonmity of the relationship between age and ciime
across groups.” Gottfredson and Hirschi argus, however, that crime declines regardless
of whether individuals experience such events as emplayment, completion of schooling,
and marriage, an argument that directly counters the explanations of life course
researchers such as Sammpson and Laub (1993) and Marxist enminologtsts such as
Greenverg (1985).

Again, we reiterate that the key Implication of Gontfredson and Hirschi's
invariance argument that we are concerned with here 15 that the differences between
individuals persist over time. Both the relative differences of criminal propensity
{cAiminality) and relative group differences in criminal affending {crime) should endure
throughout lite. Group differences in criminal offending histortes refiect “no more than
group variation in the propensity to commit offenses at any point in the life course™
{Shavitt and Ratiner 1983 14359} Thus, the onby explanation needzd 15 why some
individuals/groups have hizher raics of involvement im crime at any peint in tme than do
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other individuals or groups. For Gottfredson and Hirschi, of course, this is due to the
different levels of self-contrel distributed Luoughout the pepulation. Tittle and Grasmick
12998: 314) provide an excellent sunutary of the lnvarance arguinent of Goiifredson and
Hirschi on this point:

Variations in cniminal behavior between those with different

degrees of self-control at any a2ge will be similar to such

differences at any other age, even though the absolute

amount of crime by everybody changes over the life cycle

in conformity with the inverted-J curve,

The implications of the invariance argument are profound and far-reaching. If the
relationship between age and crime is invariant and between-group differences that exist
at ane point in the age-crime curve continue to exist at any other point in the age-crime
curve, then only a single time point is necessary to measure the cnminality of any group.
To quote Gottfredson and Hirschi (1987: 592) “if there is continuity over the life course
it crininal activity (or its absence), it is unnecessary to follow people over time.”
Following individuals across time merely provides redundant information {available at
any point in cross-section) at a hefiy price because longitudinal research is vastly more
expensive to conduc! than cross-sectional research {Gottfredson and Hirschi 1987a).%

If Gottiredson and Hirschi are wrong, however, and there are different cnminal
offending trajectories in the population that do nat follow the overall aggregate age-cnme
curve, then il is absolutely necessary for researchers to follow individuals over time to

determine not only the actual empirical shape of their crime trajectories, but also if any

events or experiences help explain the different trajectory shapes. If cnme is a social

! Sampson (1992 3487 cntiques the Gontfredson and Hirschi's argument that longitucinal data provide ng
empirical benetits o the siudy of grime and wastes research money because “such data are necessary to
verify the core assections of thew theory regarding stability and the lack of change across ehe life course.™
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event Lhat takes on different meanings across the life courss {Greenberg 1985, Hagan and
Palloni 1988), then it is necessary to stedy trajectories of criminal offending as dynamic
processes that unfold over time, with a parlicular emphasis on whether trajectaries of
crime are linked or interrelated with trajectonies in other social, economie, psychological,

and perhaps even biclogical domains of life.

Explaining the Relatioaship of Past to Subsequent Criminal Activity

This discussion of Gottfredson and Hirschi's self-control theory concludes by
describing their position on the relationship of past to subsequent criminal activily.
Recall that their seli-contro! theory uses a population heterogeneity argument in which
Gottfredson and Hirschi argus that the correlation between past and subsequent criminal
activity is meraly a spuricus correlation due to an unmeasured (omitted) vanable—level
of criminal propensity. It is aclassic “variant of the familiar *omittzd variable’ bias
argument” (Magin and Paternoster 1991: 166). [n their view, individuals wath high
criminal propensity tend to commit enmes very frequently, including at adjacent ages
and/or time periods, while individuals with very low criminal propensity rarcly if ever
commil eriminal offenses. Thus, there will naturally be a high correlation between
criminal offending measured at two different time points. The high correlation, however,
is argued to anse from the missing variable de.notjng the level of criminal propensity. If
their argument is correct, then including a vanable to measure cniminal propensily 1m an
equation should eliminate the significant relationship between past and subsequent
criminal offending. According to Gottfredson and Hirschi (1987: 504), “subsequent
detinquency cannot be predicted among aroups homogereous on current delinguer: -7
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Their assumption that criminal propensity is time-invanant is absolutely critical to their
argurnent, for *.f they ware icl cniiing, the [pepulation hetire s 2aeity] theories could
not explain the posiive association of past te suzsequent crinunality” (Nagin and

Famrington 1992: 237).

SAMPSON AND LAUB'S AGE-GRADED S0OCIAL CONTROL THEORY

I contrast to Gottfredson and Hirschi, Sampson and Laub (19%3) present an aga-
eraded theory of informal social controi that focuses on the changing/malleable strength
of social bonds over the life course. Their theory draws heavily on the main prineiples of
the life course perspective in sociology (Elder 1985, Riley 1986). Before proceeding to a
discussion of their theory, we [irst present a brief theoretical backdrop describing the life

course perspective.

The Life Course Perspective

The life course perspective is both a conceptual and a theoretical perspective
{Elder 1992). As a theoretical perspective, the life course “is a theoretical orienlation f{or
the study of human development that incorporates temporal, contextual, and processual
distingtions™ (Elder 1996: 1131}, As a concept, the life course refers to “the
interdependence of age-graded trajectories, such as wortk or family, that are subject to
changing conditions in the larger world, and to short-term transitions, ranging from birih
to school entry to retirement” {Elder 1996: 1121). The life course perspective envisions

aging and development as a process that continues throughout life (Riley 1986).



Two key thearetical concepts of the life course perspective are trajectories and
transitions, A trajectory is a longitudinal senes or sequence of linked states within a
major domain of life {(e.g., social, psychological, or biological states) (Elder 1985). In
gssence, a trajectory is a line of development or pathway over the life span (Sampson and
Laub 1990). For example, individuals have educational trajectories, marital trajectones,
physical and mental health trajectories, criminal offending trajectonics, and empleyment
trajectories just to name a few. Trajectories are long-term patterns of behavior that often
exhibit both change and stability depending on whether they are interrupted by
transitions.

Transitions are life events that represent discrete changes of state, they evolve
over shorter periods of time, and are embedded in trajectonies (Elder [985; Sampson and
Laub 1990, 1992, 1993}, Some examples of transitions inciude graduating from high
school, getting married, or obtaining a job. Some transitions act as “turning points”
because they serve to redirect or change the course of the trajectory (Elder 1985;
Sampson and Laub 1993}, The long-term view of trajectones implies a strong connection
between childhood and adolescence, and betwean adolescence and adulthood, but the
shart-term view implies that trajectones can be modified by transitions and even
redirected by tuming points (Laub et al. 19953).

(ne of the central premises of the life course perspective s thal trajectories in
different domains of life tend to be interlocked or intecrconnectsd because changes or
transitions in one domain of life are often assaciated with changes n other domains. [a
other words, trajectoriss can have reciprocal effects on: one another {Elder 1983}, [ndeed,
it is this interlocking nature of trajecteries that allows for charge inone’s Lifz course.
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Other key premises or themes of the life course perspective include the idea that aging
and developme:t cazrot be separatzd Tom the historical tune and place wn which it
accurs, also known as ihe principle of coutextualism (Damaefer 1984, Elder and O'Rand
1995), the timing of events or the age at which the events eccur is crucial for determining
the effacts of those events on individuals (the life stag;: principle), and that our lives are
linked or embedded in the lives of individuals around us (the linked lives principle)
(Elder 1985, 1996). Clearly, those who study th.e life course consider the acquisition of
longitudinal data as imperative to any research design.

In the criminological literature, the life course perspective is considered one
branch of what has become knpwn as “developmental eriminology” {(Vold et al. 1998}
The term developmental criminology refers to “within-individual changes in offending”
and a major interest of this theoretical paradigm is in the documentation and explanation
of longitudinally dynamic patterns of offending from childhood through adulthood
(LeBlanc and Loeber 1398: 117). According to Loeber and Stouthamer-Loeber (1996),
there are three main goals of developmental ctiminology: (1) describing within-individual
changes in offending patterns over the life course; {2) developing etiological explanations
of the longitudinal patterns of offending; and (3) examining the impact of transitions on
patterns of offending. On the basis of these three goals, Sampson and Laub’s theory
definitely qualifies as a devefopmental theory, for it focuses precisely on these three
goals.

In their book, “Crime in the Making: Pathways and Turning Points Through
Life, " Sampson and Laub {1993} first proposed their age-graded theory of informal soc:al
contrel. The authors embarked on this theeretical exposition to move cnminologists past
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their preoccupation with adolescence by demonstrating the importance of explaining
variation in eriminal behavier over the entire life course. As Sampsen and Laub note,
they were interested in bringing “both childheod and adultheod back into the
criminelogicai picture” (1993: 7) because sociological criminoclogy “has not come to
grips with the link between early childhood behaviors and later adult outcomes”
{Sampson and Laub 1990 609). It was of special concer to Sampson and Laub to

confrent and recencile the “paradox of persistence™ phenemenon discussed in Chapter 1.

¥arying Informa! Social Control Over the Life Course

Sampson and Laub (similar to Gattfredson and Hirschi) posit a control heory that
assumes people normally will oflen commit crimes in the absence of some “controlling™
force that restrains or prevents them fror1 engaging in these acts to salisfy their desires.
It is the source or locus of the “controiling” force that is the quintessential difference
between the two theories. To Gottfredson and Hirschi, the locus of the constraining force
s a time-invanant intemalized force (self-control) that 1s fixed aflter garly childhood,
whereas for Sampson and Laub the constraining forces (informal social controls}
dynamically varies across the life course. Sampson and Laub argue that crime is more
likely to oceur when an individual's bond to society is weak or broken. I[ronically, their
theoty draws heavily on the notion of social ties developed by Hirschi (1969} in his
“social bonding™ theory. According to Hirschi (196%: 16), “delinguent acts resutt when
an individual's bond to society is weak or broken.” The bond is comprised of various
attachments, commitments, invelvements and beliefs that when present constrain the
irdividual from attempting to satisfy desires, wanis, and needs through illegal means.
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Although Hirschi's theory was originally constructed in static terms, Sampson and Laub
et 2 dynamic Catergreiation of Hirschi's theory that allows the strength of social
bonds to vary over lime (Sampson and Laub i957)." This approach allews Sampson and
Laub to explain the vanation in individual patterns of crime acress the hfe course they
observe among their longitudinal data. Such a dynamic conceptualization of changing
social bends over individual lifetimes fits perfectly with the life course perspective,
Utihizing the life course perspective then, Sampson and Laub differentiate the life
course by age or life stages and argue that the critical institutions of formal and
{especially) informal social conteol vary across these stages. To Sampson and Laub, the
key explanation of differential crime patterns across the life course is the varying amount
of informal social control present in childhood, adolescence, and adulthood. Over the life
course, the key institutions responsible for varying levels of social control are:
o [n childhood and adolescence they are the family, school, and peer groups;
e In young adulthood they are higher education, vocational training, work, and
MAarmnage;
» In subsequent adultheod they are work, mamage, parenthgod, military
service, and investment in the community (Sampson and Laub 1990}
More importantly, Sampson and Laub emphasize the “role of age-graded informal

social contral as reflected in the structure of interpersonal bonds linking members of

! Recall that Huschi ( 1969 argued there aro four elemenls to the social bond: {1} arachment to others; (2}
commitnent 1o conventional activitics such as school and work which causes individuals to have a stake in
conformuty; (3} invelvement In conventional activities, (4] and Deliglin gereral conventional values, nomms,
and laws. Thamberry { 1989: 876) posits a dynamic “interactional™ theory by integrating the principles of
Hirsehi's (15691 social bond theory with social leaming theory (Akers 1933} whereby “delinguency
eventually becomes its own indirect cause precisely because of its ability to weakered further the person’s

bond 1o fanulv, school, and cornventional beliefs™
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society to one ancther and to wider social tnstttutions {e.g., work, family, school}” (Laub
et al. 1995: 933, Like Durkheim {1897 1951), Sampsen and Laub define social controt as
the ability of a social group to regulate the behaviors of its members according to its
accepted norms and values. Their crucial arzument is that the most imporntant sources of
social control are aclually the informmal social bonds that emerge our of or from role
relationships established for purposes other than secial contral. Thus, 1L 1s not the
variability of age-graded social institutions themselves that serve to induce conformity,
but rather it 1s the informal interpersonal bonds between people that serve to hink
individuals to those tnstitutions; informal social control 15 not maataimed merely by
having a teacher or parent present. Conformity to norms is most likely to result when the
quality of that relationship between the child and the care giver is high.

The theory of Sampson and Laub thus highlights the quality of interpersonal
relations between individuals (e.e., parent-child, student-teacher, husband-wife) as a form
of social investment or soctal capital (Coleman 1588, 1990}, which s ereated when
relationships of interdependence serve o facilitate action and provide social and
paychological resources for those individuals to utilize (Laub ¢t al. 1993). There are two
critical points associated with the “social investment™ argument of Sampson and Laub*

First, it s not stmply the occwrence of an event (e.g., getting nmarmied or obtaining a job)

* Nagin and Paternoster (1993, 1994) make a very simslar thearetiza) argument in their discussion of
persanai capital and persoral control. Wagin and Patornester argue that the social bond 15 a develepmental
“investment” process whereby individuals who make invesiments i pessonal capital 2re, other things belng
aqual, less likely to enyage in crimmnal behavior because of their stzke in conformity {i.c., thei investment).
Nagin and Paternos:er ncts that individuals differ with respect o thewr inclination to make invesiments in
other persons. ihstitazions, and conventional ackviles, o m the words of the authors, individuais differ in
their “dizcourt rate” (Le, how they weight present cansumption versus future consumprion), Yet, the
withass arace fand found sepmart foron their snedy ol collene respandeais) fat even ndividuals with bigh
dtscouns rates can bene it (i termes of ceduced criminal actvits ) By making investmenis in theer social
capital {wheoh they call personal gopitaly. This argumeat s congroent wuh the argumens of Sempsan and
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per se that serves to reduce the likelihood of ¢crime and deviance, but rather it is the
strength of interpersonal ties in the relationship that dictates th2 negative, ncutral, or
pasitive benefits of the relationship (Samipson and Lawh 1323, i297; Laub et al. 1993},
Although tuming points are frequently envisioned as positive events, negative tuming
points can redirect a trajectory onto an even more “maladaptive path™ (Sampson and
Laub 1997; Rutter and Rurter 1994: 244}, For example, 2 male adult criminal who
marries 2 female and has an unstable, conflict-riddled marriage may actually kicre.sc the
odds or rate of subsequent criminal activity. Second, because social capital is an
investment process that develops over time, it is expecied that the effects of the
investment will also be gradual and accumulate over time, Thus, desistence from
criminal activity is better viewed as a developmental process whereby one gradually
reduces involvement in criminal and deviant activities over time rather than “geing cold
turkey™ {Sampson and Laub 2001, see also Nagin and Patemoster 1994, Bushway et al.
20013

Sampson and Laub’s theory af informal social control rests on three main themes
(Sampson and Laub 1993; Laub et al, 1995). First, informal social eontrols derived
through the social bonds to family and scheol inhibit delinquent activity during childhood
and adolescence, and these two social contro] mechanisms mediate the effects of
backeround structural (e g, poveny) and individual factors {e.g., family disruption}.
During childhood, informal social control largely derives from family processes:
monitoring and supervising behavior, consistent application of discipline, and attachment
between the parent and child. During the adolescent years, schools are added to list of
imporlant social institutions, as well as peer groups and the juvenile justice system.
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Second, Sampson and Laub stress the impoertance of continuity in behavioral
lendencies over the life course. Antisocial behavior duning childhood and adolescence
predicts nezative adult cutcomes in a vanety of life domains {e.g., adult crime,
incarceration, frequent unemploymient, marital instability). Third, even in the presence of
2 pattern of stability in behavior across time, salient life events (tuming points) associated
with social ties to the adult institutions of informal social control (attachment to the labor
force, cohesive marnage; military service) can serve o modify or radivect trajectortes of
criminal offending, regardiess of prior individual differences with respect to criminal
propensity. Stated more pointediy, “childhood pathways to crime and deviance can be
significantly modified over the life course by adult social bonds” (Sampson and Laub

i199G: 611).

Explaining Continuity & Discontinuity in Crime

According to Sampson and Laub, continuity and discontinuily are the result of
two processes. Tirst, they zpree with Gottfredson and Hirschi that there are individual
differences with respect to criminal propensity and that the self-selection argument
cannot simply be dismissed. Thus, Sampson and Laub do agree that part of the observed
patterns of continuity result from persistent individual differences in cnminal propensity
and that low self-controf tends to be relatively stable for periods of ime (Sampson and
Laub 1993 306G, 1997: 155). However, they completeiy disagree with Gottfredson and
Hirschi that persistent individual differences rooted in early ¢hildhood are the end of the
story. They take exception with Gottfredscon and Hirsehi’s assertion that tndividual
differences in crime propensity persist over time and Lhat social processes and
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expenences dunng adelescence and adulthoed have no ability to alter patterns of criminal
betavior. Rathar, Sampson and Laub argue ia support of a process of state dependoice,
inal for betler or Jor woise, (5 as0 respullsibae Jor peiiems of bath continuily and change
in crime. This ts why their theory is best described as a2 “mixed” theory allowing for both
population heterogeneity and state dependence affects (Nagin and Patemc@mr 2000).°

To starl, Sampson and Laub (1992: 73, 1993: 21) argue that levels of crimenal
propensity can change over time as 2 direct consequence of life events and social
processes that modify the strength of one’s social bonds. Of couise, state dependence is a
“double-edged sword™ that can serve to either reduce or increase the strength of one’s
social bonds, and which thus could either increase or decrease the likelihood of future
participanion in crime and deviance. They posit that enminal invalvement at any point in
time can weaken or sever the social bond through a process known as cumulative
continuily {Caspi et al. 1993; Sampsen and Laub 19933, Cumulative continusty refers to
the process whereby the consequences of behavior at one point in time serve to dircctly
influence both opportunities and behavioral choices at later points in time. “Comulative
continuity is generated by the negative structural consequences of delinquency for ife
chances” (Sampson and Laub 1993: 124). From Sampsen and Laub's {1927) viewpoinl,
social processes that result from criminal activity, including negalive labeling elfects,
tend to channel individual traits such that people with low self-control alten have a
diminishing secial bond to the social order as a ditect consequence of cnminal activity.

Cnminal behavior eaily in life tends to evoke repressive social responses that serve to

* To make this point ¢lear, consider the fallowing quote of Laub and Sampson {1993: 308} “the cumutative
eoatituety of disadvantage is thus net enly a result of stable individual differense o crimunal propensity.
but a dvnznuc process whareby childhand antiseceal behavior and adelescent delmguency foster adult
crime shrough the severance of adult social bunds.”
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further weaken the individual’s social bond and make futvre crime and deviance more
likely (Sampson and Laub 1997: 144, 154).

In other words, there is a “closing down" of future conventionat oppoctunities or
*closed doors” that leave fewer options for a conventional life (Caspt and Mo fﬁﬁt, 1993;
Moffitt 1993). As Laub and Sampsan {1993: 306) note, “delinquency incrementally
morigages the future by generating negative consequences for the life chances of
stigmatized and institutionalized youths.” Over time, the effects of cumulative continuity
build into a process known as cumularive disadvantage (Dannefer 1987} such that escape
from the criminal lifestyle becomes inereasingly mere difficult. e

Yet, Sampson and Laub point out that even though the process of cumulative
continuity {stale dependence) encourages continuity in behavior, change can and
frequently does occur because things can get better (even for persistent chronic offenders)
just as they can get worse (Nagin and Paternoster 2000). Thus they contend that
desistence from crime can oceur to the degree that there is a positive shift in the social
bond between a repeat offender and the sources of informal social control, which in
adulthood are argued to come primanly from marital cohesion and attachment Lo the
[abor market. In other words, qualitative changes in the social bond can occur during
aduithood, and the social capital resulting from experiencing positive transitional life
gvents or tumning points can help build other conventional relationships that both further
strengthen social bonds and simultaneously decrease criminal propenstty. Sampson and

I,aub argue that positive adult expericnces can increase an individual's stake in

" Cumelanve advantazeidisadvantage 15 also referred 1o a5 ~The Matthew Effect” from the ciblical quote,
“To him whe hatn shall be given. Fon kim who kztk rot shall be taken pway that whioh he kaly”
fCranneles 1987



conformity, as well as provide further opporlunities to expenence other sources of
informial sociai conirol. In sumi, both stability and change are olen embcuded in aduit
life events, wiich can medify ine propensiiy to engage in criminal and deviant behavior
{for better or for worse) despite the level of the individual's prior cniminal propensity.
Sampson and Laub have also cnticized the casual operationalization of the
concepts of “continuity” and “stability.” For example, Sampson (1993) questions a recent
study of continuity in criminal careers, aptly ttled Condnuity and Discontinuity in
Criminal Careers (Tracy and Kempf-Leonard 1996), for defining continuity in crime as
anyone with ong juvenile amrest before age 17 and at least one amrest between ages 18 -
26. Sampson (1998} finds a contradiction between the authors’ conclusion that
“continuity was by far the mosi likely transition” because individuals with an arrest as a
juvenile were more likely to be arrested as adults, while they simultansously report that
twa-thirds of the individuals with arrests as juveniles were never arrested as adults,
Sampson {1998 1150} notes, “sorne readers might reasonably interpret this pattern as
discontinuity imposed on an aggregate paltern of normative stability™ that entirely
ignores the amount of within-individual change that actually eccurred among two-thirds
of the juvenile delinquents. Sampson and Laub (1992} have argued that this concept of
“normative” or “relative” stability serves to reify the concept of stabitity such that there is
a misconception about the amount of within-individoal change that (s taking place over
time (see also Cling 1980; Loeber and Stouthamer-Logher 1995, Sampson 2000}, As
Sampson (2000; 712} has recently argued, “despite aggregate stability, that is, there 15 far
maore heterggeneity in criminal behavior over tmee within-individuaals. . change 1s near

uhigrtons.”
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In essence, the key theme of Sampson and Laub’s theary 15 the “theoretical
commuitment to the idea of behavioral malleability across the Life course and the focus on
the consiancy of change™ (Laub and Sampson 2001: 44-45). This has important
implications for the explanation of both the shape of the age-cnime curve and the

refationship between pasi and subsequent criminal activity.

Explaining the Age-Crime Curve

Sampson and Laub’s theory of age-graded informal social control can be used to
explain the observed age-crime curve. Recal] that Gottfredson and Hirschi see the
general ctime decline as occurring for all individuals largely resulting from maturational
processes and reductions in cnminal opponunities (presumably largely due to aging).
Sampson and Laub, on the other hand, see the general decline in criine with age as a
result of “institutional forces associated with employment, marriage, prison, and the
mifitary that affect bonds to conformity in aduithood” {Cohen and Vila 1996: 144). Thus,
tie rapidly increasing offending rates in the mid to late teen years can be viewed as a
weakening of the social bond as individuals enter adolescence, a pertod of ime when
their social bond with their family/parents is strained and they are not yet experiencing
the changes in the social bond that generally occur with the positive transitional events of
aduithooud.'” As adolescents enter adulthood and experience the (nformal social control
from their investments in marriage, parenthood, and work, crire becontes less attractive

due to risks that have accrued through the formation of attachunents and comimitments of

" Tittie (1988} made 2 similar arpument for the shage of the age-crice curve usnig the sooi Sonding
theury af Hirschi {1 962) altiough he did rot te the crime decreass w acultbhood wchungzs i e adull
soves of mformal secial cantrol,
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adult life. Thus, the decrease in offending is not due to “inexorable aging of the
orgamsm” {Gottfredson and Hirschi 1990: 141), but results from the strengthening of the
social bond that vften accompanies movement into the various adult roles and
responsibilities {Cemkovich and Giordano 2001: 372).

Sampson and Laub (1990, 1992, 1993) are especially critical of the stability and
invariance hypotheses of Gottfredson and Hirschi (1990) arguing that such hypotheses
are 2 classic example of the ontogenetic fallacy described by Dannster (1984}
According to Dannefer (1934), the ontogenetic fallacy refers to attributing an oulcome
solely as a consequence of a preexisting personal trait of the individual rather than
recognizing that the outcome s actually the result of interactions between the mm’cﬁ’
environment and the personal trait. Dannefer's (1984: 106) argument, directed at
biological and psycheological models of adult development, was that “sociclogical
research and theory provide the basis for understanding human development as socially
organized and socially produced, not onfy by what happens in early life, but also by the
effects of soeial structure, social interaction, and their effects on life chances throughout
the life course” (emphasis added). Sampson and Laub (1990: €12) reiterate that many
sociological theories of crime (such as pure state dependence arguments) are problematic
because they ignore the developmental conseguences of the events and processes of early

childhood and are cxcessively fixated on the adolescent years. '’

" Baltes and Nesselroade (1954: $42). in response to Dannefer's (1984; article, crilicized sociological
theones of adult developrent for overemphasizing the “intrz-individual plasticiy (modifiabilay}” of
individuals and for expiicitly ignoring the developrental consequences of the “first half of iife.” Samgpson
and Laub’s mixed thegry {allawing for both statz gepandarce and popuiation heterogenaily processes) Can
e seen as incorporating the cribcal arruments of both Dalies and Messelrpade {1984 and Danaefer {1984,

50



Building on the comments of Dannefer (1984), Sampson and Laub (1990: 609}
argue that their model is “'sociogenic” because it explicitly incorporates not only
individual differences, but also acknowicdges how salient life events in adulthood play an
important role in determining the amount of change in an individual’s criminal offending
trajectory over time, Sampson and Laub challenge the “invariance” argument because it
cuts at the core conceptual foundations of the life course perspective on several fronts,
especially the presumption that time and »lace matter in the lives of individuals. The
invariance argument posits that trajectories do not vary even as social conditions change,
whiclt is a direct attack on the principle of contextualism discussed above, As Laub and
Sampsen {2001: 44) note:

Life-course accounts embrace the notion that lives are
oflen unpredictabic and dynamic and that exogenous
changes are ever presenl. Some changes in the life course
rasult from chance or random events, while other changes
stem {Tom macrolevel “exogenous shocks largely beyond
the pale of individual choice (e.g.. war, depression, natural
disasters, revolutions, plant closings, industrial
restructuring).” Another imporiant aspect of life-course

criminology 1s a focus on situations—time-varying social
contexts—that impede or [aciitale criminal events.

Explaining the Relationship of Past to Subsequent Criminal Activity

Before moving on io the dual taxonomy theory of Moffiit, a finai commenl 1s in
order concerning the implication of Sampsen and Laub's theory for the relationship of
past to subsequent eriminal activity. Their use of the concept of cumnulative continuity 1s
a state dependence areument, whereby past criminal activity increases the likelihood of

subsequent criminal activity as a result of its weakening the individual's social band to
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society. As Sampson and Laub (1997: 144) state, “the state dependence component [of
our theory] implies that committing a crime has a genuine behavioral influence an the
probabtiity of commitung future crimes.” Therefore their theory predicis a persistent
significant effect between past criminal activity and subsequent criminal activity even

aller controlling for persistent (unobserved) heterogeneity.

MOFFITT'S DUAL TAXONOMY THEORY

According to the general theones of Sampson and Laub (1993) and Goltfredson
and Hirschi {1990), a single theory of cnime 15 applicable to all individuals in the
population, and offenders are merely different in degree;, vanations (n criminal offending
patterns over time are explained purely by vanation in the key theoretical constructs of
each theory, but the same theoretical explanation applies to all individuals (Dean et al.
1996, Paternoster and Brame 1997; Palernoster et al. 1997). Molhitt (1993, 1997), on the
other hand, proposes a rypefogical theory of cniminal behavior based on the presumption
that offenders are different in kind, with each “kind” or type requiring a separate, distinct
etiological explanation. In the words of Gibbons {1982: 219), the adage “different
strokes for different folks™ explains the core assumption of any typological theory of
criminal behavior. Typological theeries of crime have a tong-standing history in the fieid
of eriminology, but the basis for creating the distinet categories or typologies of effenders
has changed from differentiating offenders on the basis of effense type (¢.g., pr.openy
offenders, vieleni offenders, sex offenders) or skill level (.., professional thief versus

amateur thiel) to more recently differentiating offenders on the basis of broader

(R
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behaviora! catezones and’or longitudinal pathways/trajectonies of criminal behavior
across the lfe course (Loeber et al. 1998),

tMoffitt's dual taxonomy theory ts an example of Uus recent brand of typological
theoretical expositions and was posited by Mefiitt as a direct response to the paradox of
persistence finding. Moffitt’s theory proposes two distingt, uiigue groups of offenders in
the population: life-course-persistent offenders and adolescent-limited offenders.?
Moffitt argues that each of these offender types follows a distinet]y different longitudinal
trajectory of criminalfantisocial behavior and that the explanation for each trajectory must
use variahles that are proximally related to the shape of each offending trajectory.
Moffitl proposes one trajectory consisting of individuals who begin offending early in life
and then constantly engage in ciminalfantisocial activities across adulthoed, whereas the
other trajectory does not begin offending until the onset of adolescence and (hen confines
or limits their offending largely to the adolescent years (i.c., desists by early adulthood;.
During the adolescent years, both of these groups are actively offending and Moffitt
argues that it is inpossible to separate the two groups of offenders using only a cross-
section of data; longitudinal data is absolutely necessary to separate out the two distinet

groups with qualitatively distinet trajectories of crimtnal offending (Maffitt 1993, 1597,

Y Patterson and colleagues (Patterson 1995, Patterson and Yoerger 1993 Patersen 2t al. 1939, 1993) have
presented a theory Lhat similarly divides the population into two groups, labeled “2arly starter” and “late
starter” sroups. Similae to the distinction batween the theories of Gorfredson and Jlirschi (1990} and
Wilson and Hermsiein {19833, bath of these thearies present tneoretical explanations that have ideniical
iongitedimal smplications abutd continuity and discantinuity in putlenss of eflending, the reiationship
between age znd crime, wod the relanonship between past ard future criminal activity, The differences
between Moffist and Patteeson et al. theories surround Lhe precise distal explanation of what causes the
existence of each offender type, nat that the distinct offender fypes themselves exist. Moffin's “iife-course-
persittent” and “adalescenze-hmotad” offenders resonate with Paparion's “early starter” and “late starter,”
respectively.  Paternosier and colicagucs (Poternosier and Brame 1997, Patemnoster et al, 1997 have nated
that there is 2 great deal of similarity bevwcen the theores even in terms of e theoretical expasition of
epch offzndes e bug the eticlovica! explanaiions are mot enbirzry wdentical,

-
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Since these offender types are argued to be distinct, the causes of their criminal
activity must explain why hzir offending begins and then ei'ler persisiz (life-course-
perstslent) or deatsts {adolescein-tmited), and (he relevani predictuis of sach type must
be proximally related to their predicted offending trajectory (Patermoster and Brame
1997, Paternoster et al. 1997). Like the theory of Sampson and Laub, Moffirt’s theory 15
a mixed theory incorporating both population heterogeneity and state dependence
processes; however cach process is hypothesized to operate on only one of the distinet
offender types (Magin and Paternoster 2000). In Moffitt's theory, a set of dynamic, state
dependence vanables is responsible for the offending patterns of the adolescent-limited
offenders, whereas a set of static/population heterogeneity variables is responsitle for the

the criminal behavior of life-course-persistent offenders (Patemoster and Brame 1997},

The Life-Course-Persistent Group

The lile-course-persistent group, as defined by Maoffilt, accounts for roughly 4-%%
of the male population and who (as the name suggests} begin offending early in life (prior
to the onset of adolescence/puberty) and persistently engage in criminal/antisocial
activitics over the duration of the life course.” Because of this group's early and

persistent eniminal behavior, Moffitt grounds her theory of the life-course-persistent

" Patterson’s theory {Pattersan 1595; Patterson and Yoerger 1993; Patterson et al. 1939, 1993) of the “early
starter” is mare heavily grounded in the effects of poor parenting 45 being largely responsible for producing
the “carly starter” group, whereas Moffit attributes the gouses to be neuropsychological deficits combined
with poor envirommental (family) reactions to it with. Poor or incflective socialization clearly plays a
definitive causal role in both theories. More imporaatly, bath thearies agree that by the end of childhooed
{or the end of the pre-teen years at the latest), this group has been formed and there s litke, if anything, that
can be done 4o change their offending propensity thereafter. Cricundl offending propensity among this
group 13 thus seen as fivad iny apant
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offender type (hereafter referred to as LCP} using factors present very early in life (ie,
proximal to the starl of their oflending}.

The life-course-persistent group consists of individuals who dunng the early
formative years of life are faced with neuropsychological deficits caused by their
mather’s drug use during pregnancy, poor prenatal nutrition, complications dunng
delivery, pre- and posl-natal exposure o toxic agents (g.g., lead}, and/or child
abuse/neglect shorily after their birth, The neuropsychelogical deficits leave the
“vulnerable and difficult infant™ wilh early delicits in cognitive functioning, emotional
reactivity, and verbal and social skills, as wel! having a generally “diflicult” temperament
that results in the child being irritable, inattentive, impulsive, aggressive, having poor
judgment and low self-control. According te Moffitt (1997 18}, “children with
neuropsychological problemns evoke a challenge to even the most resourceful, loving and
patient families.”

Unforiunately, however, these difficult children are generally born into families
that do not have the social, psychological, and/or linancial resources nor the parenting
skills necessary to deal with the unruly, difficuit child. Thus, Moffitt argues that these
neuropsychological deficits (i.e., personal traits) then reciprocally interact with
environmental variables that serve to further exacerbate the child’s already difficult
personality as a result of being socialized in a ciminogenic home environment (Moflitt
1997: 18)."7 Parents with difficult children tend zlso to have often sufTered

neuropsychological deficits and difficult temperaments themselves, resulting in

"* Moffitt's treotmeant of “criminogenic environments” is limited éntirely to the home/family, and neglects
to includs anv (msights Tegarding the contribuiory tele of ke macre communiry setng (€., socul
ceology) to the production of tife-course-persistent offenders.
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ineffective and counterproductive parenting. Parents of difficult children tend to either
uverreact and Hurshiy diswpune the cniid for their problem behaviors, to enidrely (gnore
the problem behaviors and ihe child, or to inconsistently and erratically disgipline the
child for their problem behaviors.'® As a result, “the juxtaposition of a vulnerable and
difficult infant with an adverse rearing context initiates nisk for the hife-course-persistent
pattern of antisocial behavior. The ensuing process 1s a transactional ene which the
challenge of coping with a difficult child evokes a chain of failed parent-child
encounters” (Moffitt 1993: 682). By the end of the childhood years, the socialization
process has broken down and failed, resulting tn an individual with a strong, ime-stable
proclivity to engage in various criminal and antisocial activities {e.g., serious violent
offenses, property offenses, drug offenses, sexual promiscuity) across the remaining
duration of the life course. The interaction of a problem child with problem parents is a
harbinger of the LCP individual.

While the theoretical propositions related to the LCP offender are oflen
characterized as static because of the time-invariant nature of the cniminal propensity of
such offenders afler childhood, it is important to note that the theory is a dynamic theory
in the early, formative childhood years (Patemnoster et al. 1997). In fact, Moffit draws on
the principle of cumulative continuity {i.e., consequences of behavior at one point in time
serve to directly influence both illegitimate and legitimate opportunities and behavioral
choices at later points in time) to argue that “early individual differences set in molion a

down hill snowball of cumulative problems that increase the probability of offending.”

¥ 1t ts worth noneg the similanty between these parenting ceaditions and these delineated by both
Gotfredson and Hirschi (19903 and Sampson and Laub {1993) as impoctant in their theories.
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Moffit argues that the option for future changes in the antisocial propensity of LCP
individuzls is limited because: {1) they fail to successfully engage in or [cam prosocial
altermatives to their antisacial behavior as a direct consequence of their
neuropsychological deficits that make it extremely unlikely they wiil perform well in
school or prosocial activities (i.e., self-sclection), and (2) they become increasingly
ensnared in the criminal/deviant lifestyle as a direct result of the consequences of
engaging in such activities (cumulative continuity). Interestingly, Moffitt describes the
LCP individuals in terms very similar ‘o Gottfredson and Hirschi’s deseription of a low
selfrcontrol individual, and thus it is not surprising that Moffitt echoes sentiments similar
to Gottfredson and Hirschi with respect to the poor odds of I.CP individuals changing
their behavior over time (Cohen and Yila 1996; Patemoster and Brame 1997, Paternoster
et al, 1997). “Simply put, if social and academic skills are not mastered in childhood, it
is very difficult to later recover lost opportunities” (Meffitr 1993 684).

The ineffective socializatien of the LCP offenders (a consequence of the
interaction of the persenal traits and eriminogenic environments in which they arc raised)
produces individuals destined to fail in virtually all aspects of their family, academic, and
interpersonal lives who are likely to engage in criminal activities throughout their entire
lives. Forexample, in contrast to Sampson and Laub’s proposition that marriage and job
ties can decrease the offending propensity of any offender, Moffitt arguss that LCP
individuals wilj simply select both jobs and wives that serve to support rather than change
their antisocial fifestyles (assuming they can relate to jobs and wives at all). Inother
words, these transitional life evenis do not function as tuming points in the life courses of
LCP individuals according (v Moffitt. These individuals do not redirect their
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crirninal/antisocial lives into more conventional ones because they “miss out on
opportunities to acquire and praciice presocial alternatives at each stage of developiweint”
(Molfitt 1993: 683). MolTitt characterizes the lives of LCP individuals as “maladaptive”
because they fail to change in response to any changing life circumstances. Thus, by the
beginning of adolescence, the lives of LCP individuals are dominated by a static process
that resulted from a dynamic cne that began at (or before) birth, and their propensity to
engage in criminal and antisocial behavior is hypothesized to be *“tenacious across time
and in diverse circumstances™ (Moffitt 1997: 24). LCP offenders have trouble getting
along with individuals in any social setting in which they find themselves, and further,
they engage in impulsive, aggressive antisocial behavior in all social settings as children,
adolescents, and aduls. As Patermnoster et al. (1997. 237} accurately describe this group,

they “are ‘bad appies’ who exhibit significant deficits in early childhood socialization and

rarely get back on track.™

The Adolescent-Limited Group

The second offender type in MefFitt’s dual taxonomy theory 1s the adolescent-
limited offender group {herealter referred to as AL). The AL oltender type 15 the near
ubiquitous offender group, and in a statistical sense, their behavior is entirely normal in
modern sociely. Individuals in this offender group only offend for a very short period of

timne, that (s fmited to the adolescent years.” They begin affending in carly adolescence

‘" patterson’s theary { Patterson and Yoerger 1993; Patterson ef al. 1989, 1993) of the "late starter” is more
heavily grounded in the effects of “family distuptian” variables, including parental divorce and
unempleyment. The family disruphion variables tend to deciease parental superision of adolescent
activitics, which in combinanon with accessible deiinguent peecs, provides the social seting for
experimendal excursions into antsocial and delingusnt activity.
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{around ages 14-15), commit offenses that are less serious in nature campared to those
commiited by the LCP group, and have all but ended their criminal offending patterns by
the end of adolescence. According to Medfitt {1997: 16), individuals follewing the AL
trajectory of criminal offending “have no notable history of antisocial bekavior and little
future for such behavior in adulthood.™

Impotlantly, and in stark contrast to the generalized offending pattern of the LCP
offender type, this group of offenders enpages in “situation-specific” behaviars. In some
situations they may well behave in a criminal or antisoctal manner, while in other
situations they may show no such tendency to engage in such behaviors. According to
Meffitt, their tendency to engage in criminal/antisocial behaviors is the result of dynamic
variables that represent changes in local life circumstances that shilt or alter the
reinforcement contingencies (i, costs and benefits) of engaping in such behaviors.
Given that their o[Tending patterns are hypothezized to be entirely bounded by the
adolescent years, the causal factors for this group must be proximal to these ages and
accoun! for both the start and stop of their offending patterns. For the AL group, Moflitt
emphasizes the importance of dynamic variables that rapidly evolve over a short periog
of time (the years of adolescence). Molfitt’s argument is that changes in these variables
lzad the AL individuals into starling their offending, and changes in thess variables will
aiso be responsible fur extinguishing their offending behavior as well.

The AL group of offenders, uslike the LCP group, is hypothesized to lack any
underlving, persistent criminal propensity and ‘o have bean effectively socialized by their
parents. So witv do they olferd 2t all? Accocding to Moffitt, individuals in the Al tvpe
gngage in crimenal aclivity as a resuls of the sirain-inducing materity gap that exists
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between biological and social maturity,'® In all modem societies, adolescents occupy an
ambigaous status between childiocod and adulthood leaving them in “five-to-ten year role
vacuum” {Moflit 1997: 26). Adolescents, unlike children, are no longer entirely
biologically dependent upon their parents; they have reached an age of biologically
maturity, and are expected to behave like adults. At the same time, however, they are not
aiven access to adult roles (e.g., work, sex, dnnk alcohol, mamiage) that allow them to
enjoy the benefits of behaving like an adult, they are not allowed to make any decisions
af real impord, and so they cannot experience the social and financial independence of
adult life that they increasingly desire. For example, adclescents want to have their own
families (or at ieast engage in sexual aciivity} and their own places of residence, but they
are socially admonished to complete their schooling trajectories prior to beginning their
fumnilies of procreation or establishing their own housing. As MafLitt (1997 26} states,
“they want desperately to establish intimate bonds with the opposite sex, to accrue
material belongings, to make their own decisions, and to be regarded as consequential by
adults. _[they are] chronological hostages of a time waip between biological and social
age”

Eventually, the strain of the cognitive dissonance caused by the maturity gap
leaves the adolescents looking for an altemative means to obtain the resource they 50
desire: mature status. Moffit (1993 686) argues that the AL group of offenders engages
in a process of seciad mimicry in order to cbtain the desired resource:

Social mimery occurs when two animal species share a
single niche and one of the species has comered the

" Greeaterg {1977, 1985 provided a similar "strain” explanation for the age-cime curve.
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market on a resource that 15 needed to promote fitness.

in such circumstances, the ‘mimic’ species adopts the

social behavier of the more successful species in order

tc nbtain access to the valuable resource.
Members of the AL group view the behavior of the LCF oilender groups as the
cmbodiment of mature status. LCP offenders resist and fight the powers of authorly,
they smoke, donk, have sex, are frequently truant from sehool, often have (stolen) cars,
attorneys, and offspring, and generally go about making decisions conceming when and
what they will do regardless of what other psople want them to do (i.e., act
independentiy). Thus, members of the AL group begin to mimic the behavior of the
“more successful species” (the LCP group) in order to obtain access to the valuable
resource (mature status). In essence, the AL group emulates the behavior of the LCP
group because their lifestyle resembles the expedences of adulthood rather than
childheod.

It is important to note that access to delinguent peers is one of the most cntical
dynamic variables in the explanation of the AL offending pattern, as there must be
behaviors to emuiate or mimic. Essentially, Moffitt argues that first a few AL boys
mimic the behaviors of the LCP mdividuals, more AL boys join in, and eventually a
critical mass is obtained in which offending during adolescence is near ubiquitous.

Mo fiitt argues this access to delinquent peers can be as simple as watching the LCP
offenders “at work™ from a distance. Mimicry need not involve exchanges of affection

{(which LCP offenders are presumably incapable of anyway) or actual communication,

but rather simply requires the AL offender to (1) “okserve antisocial behavior closely
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enough and long enough to imitate it successfully” (Moffin 1997: 29) and (2) be
cognizant that the behavior ¢f the LCP resembles adult-like independence.

Thus, Moffitt's explanation of the causes of AL offending is that engaging in
criminal/delinquent/antisocial behaviors allows these individuals {who are trapped in the
maturity gap) to have access to mature status and all of its resulting power, prvilege, and
resources. During the adolescent years, delinquenl/criminal behavior holds “symboiic
value a3 evidence that teens have the ability to resist adult demands and the capacity to
act without adult permission™ {Moffitt 1997: 31}, The independence and maturity
symbolized by delinquent acts is so intnnsically rewarding to the AL individuals that it
reinforces the delinquent behavior while they are trapped in the maturity gap. Thus,
cnminal activity 1s likely to be followed by subsequent criminal activity in this group
because the perceived rewarding consequences of engaging in cnminal activity (i.¢.,
obtaining mature status) serves to reinforce the behavior itself.

As members of the AL group near the end of the adolescent years, however, they
begin to desist from their criminal oflfending for two reasons:(1) eventually the perceived
rewarding properties of delinquent activitics are outweighed by the severe negative costs
and conseguences {i.¢., incarceration) associated with continued engagement 1n such
activittes {1.e,, the reinforcement contingencies change}; and (2) the members of this
group begin to obtain access to the valuable resource of mature status through more
conventional routes (parenthood, empicyment) that they did not have access to, but
desired, during the adolescent years. Thus, as the AL offenders exit the matunity gap.

They begin to desist from committing criminal/delinguent acts because “they realize that



continued participation in crime could threaten their newfound and long-awaited
autonomy” (Moffitt 1997 33).

AL offenders, unlike their LCP counterparts, are able to effectively desist from
committing cimes and delinquent acts for three primary reasons. First, unlike the LCP
offenders, the AL offenders still have family, occupational, and marital opportunities that
ihey could lose if they continue to engage in criminal activities. Both the infuimal and
formal sanctions associated with criminal activity eventually Lecome (oo risky for
continued engagement in cnminal activity.

Second, the AL offenders are assunied to have no underlying criminal propensity,
and thus they do not have the usual characteristics associated with that ciminal
propensity such as poar social skills, poor academic performance, the inability to forge
and keep close relationships with ather individuals, and low self-control. Becausc their
antisocial and criminal activity did not begin until adolescence, they were able to avoid
accumulating these negative personal characteristics and are still eligible for post
secondary educational and occupational training oppertunities, have good martal
prospects, and abie to obtain desirable jobs. In short, AL offenders have both good and
available options for change, and have the personal characteristics that allow them to take
advantage of the prosocial opporiunities that become available in early adulthood.

Finally, because their antisocial and criminal activity begap at a later age than the
LCPF offenders, the process of cumulative continuity operated for fewer years for AL
offenders. This is especially true since the AL offenders are hypothesized to engage in
iess serious offenscs {e.g., thefi, vandalism, drug and alcohal offenses) that do not carry

the same severe consequences as the serious offenses that the LCP offenders are
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hypothesized to be involved in. Moflit acknowledges that some AL offenders, however,
will become ensnared in the damaging consequences of their criminal activities (e.g.,
nicarceration, drug addicucu) ana that these orrenders wiii have a more protracted period

of desistance even into early adulthood.

Explaining Continuity & Discontinnity in Crime
Mot began the exposition ol her dual taxonomy theory with the explicit goal of

accounting for both the shape of the age-cnime curve and the paradox of persistence.
Moffitt’s account for the paradox of persistence (e.g., adult criminal behavior is best
predicted by cnminal activity dunng the juvenile years, but most juvenile oflenders do
not become adult offenders) is that the aggregate mixture of the two offender types is
responsible for this finding. One of the offender types, the LCP group, is responsible for
the pattem of continuity, while the other offender type, the AL group, is responsible for
the change or discontinuity in criminal offending patterns. Since the LCP group begin
their olfending at an early age and continue offending well into adulthood, “continuity is
the hatlmark of the small group of life-course-persistent antisocial persons™ {Moffitt
1993: 679). The AL group, on the other hand begins offending during carly adolescence
and desists shontly thereafter, and thus discontinuity is the hallmark pattern of this group.
As noted by Moffitt (1993: 621}, the differential patterns of continuity and discontinuity
between the two groups is the result of the fact that:

at the cross-roads of young adulthood, adolescence-limited

and life-course-persistent delinquents go ditferent ways.

This happens because the developmental histories and

perscnal traits of adolescence-timiteds allow them the ophicn

of exploning new life pathways. The histories and traits of the
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life-course-persistents have foreclosed their oplions,

entrenching them in the antisocial path.
Since one group is charactenzed by a pattern of continuity (LCP) and the other is
characterized by a pattern of discontinuity {AL), lengitudinal data should be able to

empincally separate or tease out the two diflerent groups of offenders.

Explaining the Ape-Crime Curve

In a manner identical to her explanation of the paradax of persistence, Mot
argues that it is the mixture of the two hypothesized offender types that makes the age-
Crime curve assume its observed shape. Indeed, Moffitt argues that her typology
“addresses the shape of the curve of erime over age.. by drawing atlention to two
trajectories concealed within the curve of crime over age” (Moffitt 1997: 11-12). The
upward surge of the curve resuits from the increasing participation rates of the AL group,
whereas the downward surge resulls from the patierns of desistance of this group, Given
that the AL proup is assumed to outnumber the LCP group, their of(anding natlemns arc
arpued to dominate the shape of the curve, while the small number of LCP offenders are
responsible for composing the childhood and adulthood offenders in the tails of the curve.

Again, the implicit assumptton in this argument s that upon empirically
separating the two hvpothesized groups, one should find two distinct trajectories: (1) the
cominal offending trajectory of the LCP group should be relatively flat because they are
hypothesized to cigage in ciminal activities across the life course at a relatively constant
rate {i.e., they do not desist): and {2) the offending trajectory of the AL group should
show a stronyg upward surge &t the beginning of the adolescent years, and a similar
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downward surge at the end of the adolescent years (and which may extend into young
adulthood as a consequence of the AL offendc:s who become more ensnared in the
consequences of tiolr critninal activity). :o be clear, Moffitt {16%5: v75) 18 adamant that
age is not a predictor of subsequent cnminal activity within the LCP group (because they
engage in criminal activity at a persistent ratej, whereas age is a strong predictor of future
criminal activity of the AL group (because of their trajectory’s bounded dependence on
the adolescent years],m

Before concluding this section, i is imporiant to reemphasize that one of the key
assumptions embodied in the dual taxonomy theory of Moffitt is that the heterogeneity of
criminal offending across the life course can be decoinposed into two discrete groups of
offenders (and two only) with distinctly different age-enme curves. If more than twe
groups were to be uncovered in a study, this immediately would cast serious doubt on the
empirical validity of any theory that advocates a “dual taxonomy™ approach to the
explanation of criminal offending. In 2 subsequent section below, we review the results
of previous empirical investigations that present evidence on this assumption and these
studies atl shed considerable doubt on the claim that the aggrepgate age-crime curve can
be adequately and sufficiently decomposed into enly two discrete offender groups. This
empirical result is very important for two primary reasons. First, Mofhitt, in fact,

discursively presented her theory by largely drawing on a number of cross-sectional

¥ sccording to Moaffirt (1993 695}, the vasriables that predict membership in the LCP offender type are
“health, gender, temperament, cognitive abilitivs, school achievement, personality traits, mental disorders
{e.g., hyperactivity], faruly attachment bonds, child-rearing practices, parent aad sibling deviance, and
sociveconomic status, Aus not age” (emphasis in orginal). For the AL type, Moffit hypothesizes that
“individuzl differences should play listie or re rols in the prediction of short term adolescent offending
cazeers. Instead the strongest predictive factors should be knowledge of peer delinquency, attitudes foward
adulthoed and avtonomy, culteral and historical context, ard ege™ (emphasis in onginal).
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epidemiciogical studies and that despite her elaim that her theory will account for the
shape of the aggregate age-crime curve, she has (to the best of our knowledge) actually
presented a longitudinal analysis clearly showing that two groups are adequate to explain
criminal offending patterns across the age distribution.

Second, and perhaps more importantly, the dual offender types described by
Moffitt are frequently used in empirical applications for both interpreting results and
completing analyses on the two “offender groups™ after dividing the sample into two
groups {which are then labeled LCP and AL) solely an the basis of age of onset alone
{sec e.g., Dean et al. 1996; Piquero et al. 1999, Scholte 1999; Aguilar ct al. 2000;
Klevens et al. 2000; Mazerolie et al. 2000; Cemkovich and Giordano 2001; Ge et al.
2001; Piquere and Brezina 2001). If there are more than two offender groups, analyses
and interpretations based on this dual taxonemy distinction are not only of questionable
theoratical imporl, but they also are at risk of being potentially misleading. If
populations/samples/datasets cannot be neatly and discretely divided L1to two groups
(especially arbitrarily on the basis of age of onset), then compieting analyses on two
groups (derived on the basis of age of onset) is likely to do nothing other than reify the
dual offender categories as if they actually exist in the offender population. In Chapter 7
of this study, we present empinical results from the application of recently developed
statistical models that allow one to test this empirical assumption of the duai taxonomy

theory (see also Nagin 1959).
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Explaining the Relationship of Past to Sebsequent Criminal Activity

The dual taxonomy theory of Moffitt has two implicatiuns regarding the
relationship of past to subsequent criminal acuvily, une implication for each offender
type. First, for the LCP individuals, the correlation between past and subsequent ecniminal
acts should be largely nonexistent wirhin this group (Patermoster and Brame 1997).
These individuals, as a result of their poor socialization, engage in cnminal activities
persistently across time due to their time-invariant propensily to engage in such acts.
Thus, there is a natural correlation between past and subsequent cnminal acts, but it 1s
spuriously due to their underlying propensity that predisposes them to consistently
engage int these behavioral acts. For the AL individuals, there 1s an opposite expectation
that there will be a strong causal, state dependence eflect resulting from both the
consequences (i.€., ensnarement into the lifestyle) and benefits (1.e , the positive
reinforcement contingencies of achieving mature status) of engaging in criminal activity.
Thus, the dynamic reinforcement contingencies and possible ensnarement consequences
of criminal behavior are argued to increase the probability that such behavioral acts wall
be repeated again in the future. Patermoster and Brame (1997} point out that Moffitt
allows for a possible small state dependence effect for the LCP group due to the potential
continuing ensnarement {cemulative continuity) processes duning adolescence. They also
nate, however, that most of the correlation should be almost entirely due to the time-

tnvanant high-level of criminal propensity in this group and that any observed slale
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dependence eifect for LCP group should pale in comparisan to the observed eflect in the

AL group.®

THEORETICAIL SUMMARY

In this section we provide a bnel summary of the main theoretical points of the
discussions above. In a nutshall, the theoretical controversy between these three lheories
boils down 1o a single questiun (Cohen aad Vila 1936): how stable or inflexibie are
individual differences in the propensity to engage in criminalfantisocial activities across
the iife course? Recause each theory envisions the stability (or instabihity) of enminal
propensity very differently, each makes different predictions regarding both the
relationship between age and crime and the relationship between past and subsequent
enminal acts, the questions central to this study.

Ta Gottfredson and Hirschi, between-individual variation in enminal propensity
{i.e., amount of seif-control} is sufficient to explain both the relationship bebween age and
erime and the relationship between past and subsequent cimina!l activity. All offenders
decrease their offending over time, and the between-individual differences that exist at
any one point in time (around age 8) continue to exist at ali other points in time. The
shape of the age-cnime curve is hypothesized to be robust from person-to-persen (i.e., the
shape is ihvanant). According to Gottfredson and Hirschi (1990), the propensity to

engage in criminal activities is stable over time; change is only “apparent.” The age

% Paermoster and Brame (1997) note that Mofft's teary implicizly denies that there should be a large,
significant state dependence effect in the LOP group because this group already has 2 weak bond 10 sociely
and because Moffitt provides ne description concerming =y there should be differential cumulutive
continuity €ffects within this eroup. As Patermoster and Brams (1597 37) pote, "Muoifin provides ainple
reasen 1o believe that everyone fitung the desceiption of the life-coucse-persistent affender will experience
sutilar kuids of cumulative contina
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effect {(which applies to all offenders equally) cannot be explained by “impotent™
sociological vanables like marnage, parenthood, jobs, or education, To be succinet, their
viewpuint Is that desistence ~just happens.” Further, controting for stable criminal
propensity {which naturally induces a correlation between offending at any two points in
time), the correlation between past and subsequent criminal acts wilt disappear, as the
correlation is spuniously due to population heterogeneity in the distribution of criminal
propensity.

To Sampson and Laub, the relationship between age and crime is due to the
varying levels of informal social control across the lifs course. Adolescence is a penied
of time when these forces are the weakest (the social bond is weakened dunng this
segment of the life course), but the increasing forces of social control that come with the
salient life events of adulthood serve to reduce criminal activity throughout aduithood. It
is imporiant to note that Sampson and Laub foresee change as a possibility for all
offenders, whether of high or low cimunal propensity. The opportunity for change is
available for all individuals even though some individuals may net expenence change at
all, and it may come at later ages compared to others. Sampson and Laub's theory posits
that there will be a causal relationship between past and subsequent criminal aclivity,
even alter contraliing for persistent differences in the propensity to ollend, because
criminal activity serves to reduce opportunitics for prosccial activities and makes
continuing in a lifestyle of cnme more likely.

Moffitt's dual taxonomy theory envisions patteens of both continuity and change,
but each is applicable to only one of the offender types. Change is open to and required
from the adolescent-limited offender group, whereas continuity defines the life-course-
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persistent offenders. After all, they would not be labeled as “life-course-persistent™ if
they were expected o desist from cnminal activities dunng their life course. MofTitt also
proposes that 1t is the consequence of mixing the dual offender categories logether in the
aggregate age-crime curve that is responsible for the abserved shape of the aggregate
age-crime curve. If one were to separate out the two hvpothetical groups, one should find
bwo types (and iwo types only) with radically different offending trajectories. One
trajectory should have relatively stable crime rates across time, while the other group’s
trajectory should have a rapid surge in early adolescence and a similar decline at the end
of adolescence. With respect to the relationship between past and subsequent cominai
activity, Moffitt implies that the effect should be nonexistent in the LCP group (theur
offending patterns are [argely dnven by a failed socialization process during childheod),
whereas there should be a strong, causal stale dependence effect in the AL group (whose
offending patterns are largety the result of the “mature status” benefits of criminal
activity}.

To make the implications of eack theory for the relationship between age-crime
more concrete, consider the graphical representations of each theory's age-crime
explanation as displayed in Figures 2.1-2.3. The “invariance argument” of Gottfredson
and Hirschi is presented in Figure 2.1, by three longitudinal offending trajectories—ane
for high-, medium-, and low-rate offenders—using hypothctical data generated to
represent their argument. Tach one of the curves follows the inveried-J pattemn, and,
further, the relative differences between each of the curves is propattional across the age
span. The offending rate for medtuni-rate group is always one-haif the offending rate of
the high-rate group, whereas the low-rate groun s offending rate i5 one-ienih ol the nigh-
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Arrrest Rate

Figure 2.1 Graphical Representation of the Gottfredson and Hirschi
Argument Conceming the Age-Crime Relationship, by é
Offender Type
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rate proup’s rate. What causes the differences between the groups is varying levels of
self-control, but the aciual shape of the curves is identical. The low self-contrel (high-
rate) offenders will start their offending earlier, indefinitely commit offenses at higher
rates than the two other groups, and will persist in offending further into adulthood.

Thus, varying ages of onset and varying ages at termination from criminal activity merely
reflect differences in the distribution of self-control across the population.

Figure 2.2 porirays the arguntent of Sampson and Laub, only instead of three
trajectones as in Figure 2.1, this figure contains six longitudinal trajectories. All three
trajectories that appear in Figure 2.1 also appear in Figure 2.2, only now three trajectories
that do not dispiay the “decline in crime” with age pattern (1.e., desistence) are also
included.®' For iflustrative purposes consider just the two high-rat2 trajectories. The
trajectory that displays a pattern of desistence (“High-Rate, Desist™} would correspond to
a group of high rate offenders that experienced the salient life events or “tuming points”
(e.g., cohesive marriages, and stable jobs) during their adulthood. This group of
offenders would be theorized to have come under increasing informal social control
during adulthood as a consequence of the transitions, and thus their trajectory exhibits a
downward pattern during this time (2s a consequence of their growing seeial capital
“investment™). The ather group, however, would be thought to have missed out on

cxperiencing the key transitional events of adulthood ({or 2 vardety of reasons, mcluding

2 [ . " .
! Ngte that Sampson and Lauh do not specifically hypothesize that there are groups with constant rates
across time, and 10 fact they arpue that change (especiatiy duniny adulthicod) s near ehigutous These
trajectoiies were generzied for deacriptive purposes orls.
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Just pure bad luck), and thus they have not expenienced thes benefils of increasing
informal social contrel during this time; their trajectory simply maintains itselfl

Twa final points concerning Figure 2.2 are in order, First, the trajectories in this
figure were generaled to explicitly illustrate Sampson and Laub’s notion that change is
possible for any offender type, regardless of their prior offending behavior. Even high-
rate ofienders can experience change. Second, Sampson and Laub posit that adulthood 1s
the precise period of time when preexisting differsnces become less important than
whether or not they experience the salient life events that lead to increasing levels of
informal secial control. Some offenders will expericnce the sources of informal social
control {i.e., have cohesive marriages and stable jobs), but others will not experience such
benefits (in terms of reduced crime) of those sources of social control. In other words,
Sampson and Laub would expect significant amounts of change during adulthood that
cannot be simply explained away as the mere unfolding of preexisting differences
carrying over from the childhood years (Sampson 2000).  In Figure 2.2, for example,
notice that the “Medium Rate, No Desist” group cventually has a higher arrest rate than
does the “High-Rate, Desist” group, even though in the early childhood and adolescent
years that group had a significantly higher rate of criminal propensity.

Finally, Fizure 2.3 graphically represents Motfit's argument with respect to the
age-crime relationship. The life-course-persistent group maintains a persistent offending
rate across time, whereas the adelescent-limited group confines their high-rates offending
to the adolescent years, It is important to note that, as argued by Moflitt, the two groups
are indistinguishable during the adolescent years, and any cross-seclional datz gathered

during this time period will not be able to separate out the twe groups {ner their unique
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ctiological explanation of crime). Similar to the implications of the Sampson and Laub
explanation, longitudinal data is viewed as absolutely critical for understanding cnminal

behavior.

PUBLIC POLICY IMPLICATIONS

The previous sections have discussed the theoretical relevance of three particular
theoretical perspectives as to the relationship between age and crime (i.e,, the stability of
differences across time) and the operation of either statc dependence and/or population
heterogeneity processes. The discussion in this section focuses on the public policy
impiications of these issves, These issues have profound Limplications regarding the
practical wtility of contemporary criminal juslice policies for both juvenile and adult
criminal offenders. Over the past three decades, the public’s reaction to serious ¢rime
and the government’s response to citizen concerns regarding this social problem have
resulted in an increase in both the probability of being sentenced to prison after
conviction and the length of time ;ewed in custody {Blumstein and Beck 199%; Donziger
1996: [rwin and Austin 1997), This increased pumitiveness is the direct result of the
“tough on crime” attitude that has swept this country since the late 1960s (Caplow and
Simon 1999).

The interaction between the probability of imprisonment and length of tirne
served has led to a phenemenal increase in number of offenders imprisoned over the last
thiry years (Blumstein and Beck 1999, Caplow and Simon 1999}, Between 1970 and
2000, the adult (prisoa} incarcoration rate in the United States nearly quintupled,
increasing from 96 per 100,000 adult residents to 4738 per 100,000 10 2000 (Sourcebook
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2000}, Indeed by midyear 2000, one out of every 142 Americans was inearcerated in
either prison or jail, compared to one out of every 218 in 1290 and cne out of every 320
10 1583 (Bureau of Justice Statisiics, 1555, 2001, in 2990, the total nuinber of adults in
the nation's prisons and jails was estimated at 1,931,859 (Bureau of Justice Statistics
2001).

The concem over what has generally been perceived to be a serious cnime
problem in the U.S., particularly among the young, has become so intense that many
states, most notably Californta, have enacted statutes commonty known as “Three Strikes
and You're Out.” These laws are proachive crune control policies that mandate the
incarceration of individuals who repeatedly commit most of the senous enmes in
saciety—the chronic, or career, offenders. That is, the main stated goal of these
programs is to selectively identify those offenders who are ofien deemed to represent the
greatest risk to society, and to remove them from the general public by relegating them to
comrectional facilities {1.e., selective incapacitation).

In California, the basic content of the “Three Strikes” law requires that defendants
with two prior “violent” or “serious” felonies {i.¢., those whe have already accumulated
two strikes), be senteaced to a mandatory temm of 23 years to life in prison after
conviction of any third felony, even if it is nonviolent. Furthermore, this law mandates
that any second-stnke felony offense receive double the prisen time it would receive
were it a first affense. Sustained petitions against juveniles, however, do not count as
“strikes” under this law until the juvenile reaches the age of 16. Once a juvenile reaches
age 16, sustained petitions for the commission of “viclent” or “serivus” offenses are then
counted as “strikes” against them. This fact has the poteniial effect of increasing the age
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at which chronic, youthful offenders are typically sentenced for their third-stnke offense.
'To be sentenced 1o a period of twenty-five years to life under the “Three Steikes™ laws,
such chronic offenders would have to: {1} accumulate their first “strike,” and serve
whatever sentence is accorded them; (2) get arrested and convicted for a second offense,
ard then serve the tima meted out for this second offense; and {3) accnmulate a
conviction for a third strike affznse which then requires a sentence of 25 years to life
imprisonment. Thus, it is conceivable that many youihful, chronic offenders will not
accumulate their third strike unti! after they reach the age of 25 because they may be
required to serve considerable time periods for their first and/or second offenses after
conviction.

There are heavy financial implications associated with incarcerating individuals
for extended periods of time. For example, using national statisfics on the costs of
constructing and maintaining prisons, Iewin and Austin (1997) calculated the cost per
additional prisoner {including both supervision costs and the amortized prison
construction costs) was estimated in 1997 to be 339,000 per year. In total, the 30-year
cost of adding space for just one additional prisoner is estimated to be over §1 miliion
doliars (Irwin and Austin 1997: 139).

Bevond cost, consider the relationship between age and crinme and s
implications far the use of prisons, especially the draconian policies such as *Three
Strikes,” as an effective method of controlling crime. 1f an individual’'s offending rate is
not constant over his or her ciminal carcer, but deciines with age, then sentencing older,
(previousty) high-rate gffenders to long prison terms at a point when their offending rates
are sharply declining niav not ke a sociaily efficicat or cost-e[fective policy {Hzapanen
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1990; Ezell and Cohen 1997}, If all offenders reduce their offending rates as they age,
then 1t is likely that laws such as “Three Strikes™ will incarcerale a great number of
ofier.ders who, accotding to sorue theensts, would appear to present a reiatively limited
threat to society in the years to come. lf, however, there is a group (or groups) of
offenders like the life-course-persistent group who commit offenses across the life span at
a refatively constant rate, and this group of offenders could be prospectively 1dentified
and then segregated from the non-inshitutionalized population (which is another 1ssue in
and of itsell}, then the rﬁte of serious crime (n a saciety could be reduced substantially
(see, for example, Blumstein et al. 1986). The notion that there are offenders who
continue to commit crimnes at a relatively constant rate independent of their age has
cunsiderable seductive appeal from a cnme control perspective. [t should be noted that
much of Gotfredson and Hirschi’s initial critique and reaction towards to the criminal
career approach to the study of crime was specifically directed at selective incapacitation
policies and how these polices completely disregard the relationship between age and
crime {Gottiredson and Hirschi 1990; Hirschi and Gottfredson 12860, 1988).

Consider next the implications of the processes of state dependence and
population heterogeneity with respect to the practical utility of criminal justice policies
including imprisonment to prevent crime. According to the population heterogeneity
perspective, criminal propensity once formed is not malleable. Thus, from the
perspective of Gottfredson and Hirschi (1990), any intervention that is going to have a
lasting impact en the criminal propensity of an individual has to involve the efficacy of
carly child-rearing practices prior to the age of & {ses aiso Huschi 1993). As Gortfredson
and Hirschi (1920: 272} pointed]v state it,
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Apart from thz limited benefits that can be achieved by

making specific cnminal acts more difficult [e.g., target

hardening], policies directed toward enhancement of the

ability of familal institetions to socialize children are the

only realistic jong-termn state policies with potential for

substantial crime reduction.
Impnscnment, for example, will not have either an enduring beneficial {deterrent) nor
negative (cniminogenic) effect afler release because it has nothing to do with the source
of criminal propensity and thus cannot alter it {(Nagin and Farrington 1992%). Further,
Gottlredson and Hirschi note that any potential beneficial impacts of criminal jushice
programs are simply a function of selection effects with respect to who got placed in
what programs.”” In other words, high-rate {low self-control} offenders get placed in
certain (restrictive, sccure) programs, while fow-rate offenders get placed in other
programs, and success rates of these programs will be entirely dependent on such
sclection effects.

From the perspective of Sampson and Laub, however, programs thal serve to
strengthen an individual's bond to society, rather than weakening it, have the possibility
to bring about considerable change in the criminal propensity of offenders. Given that
the state dependence perspective envisions criminal propensity as malleable across the

life course, this perspective envisions the possibility for criminal justice policies to

change the probability of future criminat behavior through positive life events (sec Laub

17 .. .. . . . L - L L.

This is sirnilar 19 the problem knowa in erininelogy as “net widening™ whereby new, less-punitive
crirmnal justice programs often kave very ipw-risk participants placed in themy if it were not for the new
program being available, these participaits would nol have peen placed inany type of program specifically
because of ther Jow-risk {Walker 1998 Thus, success ratrs of some programs are sometinies entiely
determined by who eets placed in what programs. Studizs of diversien”™ prozans werz plasued by thas
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et al. 1995). Unfortunately, however, policies regarding positive life events in adulthood
are arguably extremely difficult or impractical to implement in practice.

Nonetheless, the current “get tough™ on crime policies ohen simply serve to
further isolate the individual and cut of future (positive) opportunities for change.
Sampson and Laub argue that imprisonment has criminogenic effects because of its
deleterious effects on the prospects of stable employment during adulthood, especially
since many of the “escape routes™ for convicted felons have been increasingly shut-off as
available paths to evade the criminal lifestyle. “Although there is considerable state-by-
state variation, licensing boards bar ex-offenders from virtually hundreds of other
occupations [besides being a barber], including apprentice electrician, billiards operator,
and plumber” {Sampson and Laub 1997: 148; see also Laub et al. 1995). Making prisons
even more hostile environments through the removai of edicational opportunities, job
training, and visitation hours are also not good policies from a state dependence
perspective. Reintegrating the offender into society and establishing bonds with
conventional persons rather than further isolating them is seen as key to bninging about
change in the lives of these individuals (sce also Braithwaitc 1989). As Laub et al. (1995:
103) write, Vit is critical that individuals have the opportunity to reconnect o institutions
such as family, school, and work afler a period of incarceration.”

Having now completed the presentation of the theoretical framework that informs
this study, attention in the next chapter is focused an reviewing the previous research on

the age-crime and continuity-discontinuily issues.
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CHAFPTER 3

LITERATUIRE REVIEW AND HYPOTHESES

INTRODUCTION

The theoretical review in the previous chapter sets the stage for a through review
of the extant empirical literature concerming the key issues of this study: (1} the
relationship between age and crime {and how such a relationship either suppoits or
rzfutes the stability of differences in criminal propensity over time and the existence of
two discrete groups of affenders) and (2) the relationship between past and subsequent
criminal activity. The two main sections of this chapter review previous studies that have
addressed these twa issues. Included at the end of both sections is a discussion of the
general findings, the limitations of the prior research, and the hypotheses that guide the
analysis of data for this study. This chapter concludes with a discussion of the possible

contributions this study can meke to Lhe extant literature.

STUDIES OF THE AGE-CRIME CURVE

Given the concerns of Blumstein and colleagues (1986, 1988a, 1988b) and
Moffitt (1993, 1997} that age-crime curves aggregated over individuals (i.e., caleulated
for samples as a whole) may conceal considerable heterogeneity in the offending
trajectories of individuals, this review is limited to studies in which the authors have
disagpresated their samples into “latent classes™ or “atent groups™ on the basis of the

similarity of their longitudinal offendire trajsctonies. Land (1992} has noted that
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Table 3.1 Summary Information of Prior Studies of the Age-Crime Relationship

Data Jample Apes Risk Dependent Classes
Authors Source Size Gender Studied Level* Variable Found
Magin and Land {1953
1961 Cambridge 403 Males 10-32 Low 11 Two-year 4
Smdy Convictions Counts
C'Unper ot al. (1998)
195% Phildephia 1300 Malas B-26 Low Police Contact 3
Birth Cobort Counts
1942 Racine 353 Males 8-30 Low Police Camact 3
Birth Caltan Counts
1945 Racine TiL Males §-25 Low Police Contact 4
Birth Cohort Counts
19355 Racine 1067 bAales g-22 Low Police Contact 5
Birth Cohort Counis
Lanuberal (1998
1950 Glueck Smudy 480 dales 71-32 High Arrest Counts 4
e e mett ad Nagin
(20010 L9477 Mational Youth B35 Males 11-24 Low 8§ Years of Self-Reported 3
Survey Serious OMenses
Prguers ot al. (20015
Califommiz ¥outh 272 bales 18- 33 Hizh Arrest Counts &

Authonty Parolers

* Risk bevel is defined here as "Low” and "High." Low-risk samples caorrespond to general population samples thae are likely (o

include a majority of low-risk cases in the data. High-risk samples, on the other hand, is used fo refer o samples whare high-risk
cases will constitute the majorivy of cascs (e.g., samples of parolees) .



distinguishing between the various age-crime re]atiuqship arguments requires the use of
models specified at the individual-level that specificaily allow for incorporating controls
for heterogeneity in the propensity to offend. The statistical methods available for
modeling the presence of separate trajectories have only become available since Nagim
and Land {1993) formulated a statistical model consistent with the atorementioned
specifications previously noted by Land (1992}

Nagin and Land (1993} introduced the use of semiparametnic mixture models to
the discipline of criminology as a statistical method able to identify distinct trajectones of
criminal offending. Accordingly, all of the studies reviewed below empioy the use of the
{inite mixlure methods of Nagin and Land {1993). These finite mixture methods assign
each individual to the latent class with the trajectory that most closely resembles the
individual's actua) observed crime trajectory. Brielly, the mixture methods of Nagin and
Land explicitly assume that the sample {population) is composed of a "mixture”™ of
groups, each with their own distinct trajectory, and this modeling strategy both extracts
the underiying trajectories present in the data and assigns each individual to the group to
which the individual has the highest posterior prebability of belonging (Nagin 1999,
Table 3.1 summarizes the key information contained in the individual studies reviewed

)
here,

" In ¢ssence, the modsl fits separate constants and age parameters for cach latent class, which allows the
shape of each latent class’s trajectory to be distinet. See Chapter 5 for further details on the finile nuxnuse
methods of Hapinand Lond (1993).

* Two studies {Fergusson et al. 2000; and Chung et al. 2002) that cmploy the use of finite mixtures mocels
are not reviewed heee. Fecpusson gt al. (2000 siudied the age-crime curve for & sample of 2adolescents bom
n Christcherch, New Zealand in 1977, Crinunzl offending data wese only available Domages 12-15, and
the authors nate that their study thus presents a very linnied view of the age-crime curve because both the
chiidhood and adubthagd years wers tuncated from the analysis. Anelysis of a binary indicalor of polue
contacts during those ares did uncover four distinet eifender grovps, meluding “ronoffendurs,” “moderat:
offenders.” “adolescent onset olfenders.” and “chvonic offendars ™ The lrajectaries o2l faer gruaps
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As previously mentioned, Nagin and Land {1993) were the [irst to present
evidence concetning both the number of distinct latent classes or offender groups and to
discuss the relationship between age and crime for each specific group. In this influential
article, Nazin and Land presented their semiparamstric finite mixture Poisson moedel and
applied it to the data from the Cambridge 3tudy in Delinquent Development of West and
Farrineton (1973, 1977), which is a prospective study of 411 males from a working-class
section of London that began in 1961 when the boys were 8 years old. The Nagin and
Land study used criminal conviction data gathered between the ages of 10 and 32, with
11 time “periods” of conviction counts comprising the dependent variables used in the
analyses {e.z., convictions at ages 10 and 11 constituted one “penod” of data, 12 and 13
another pericd, and so t::nj.J

Applying the senuiparametric mixed Poisson model to these data, Nagin and Land
uncovered 4 distinct groups of olfenders. The groups were named according to their
offending “style™: “nonoffenders” (64% of the sample), “adolescent-limited™ {12.7%),
*low-rate chronics™ {2.9%4), and “high-rate chronics” {13.4%). The nonoffenders group

was comprised of the sample members who had no convictions during the follow-up

peaked at age 18, the last year of the tollow-up period. The other study by Chung et al {2002} used data
from the Seattle Socizl Development Project, (S5DF) a longitudinal study of malbe and feozie youths
originally drawn from 18 Seatile public elementary schools. The dependent vanable in the study consisted
of self-repart offerse serivwsness scores [measured at § lime puints between ages 13 and 21), Chung et al.
(2002} found a five-ctass model to provide the best fit to the S50F data. The five classes inchuded
"nonofMenders” (24%), “late onaetier™ {1d%), “desister™ (3540, "escalatar” €33 3%, and “chronic™ (7%4).
Since their resulls do not speak to the issue of trajectones of crinuinal offending (but rather to majectories of
offense seriousness), however, and =iven that if is possible for ane’s offense sertousness score to increase at
the same Wime one's froquency of oltending is decitning, thelr resuiis proviae ambigucus evadance
coRceming the relotionship Detweern age and crume.

* Available dow finuied Wayin and Tand (1993) to using convictions as thew dependen| vanable, The
corvicnuon data spesAoally excluded convictions for tralfic offerses and other nonsenoes offenses (e.g.,
diurkonress)
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period. Obviously, the use of convictions (rather than police contacts or arrests) made it
very likely that this category would constitute the largest group in the data set.

Importantly, Wagin and Land uncovered three different groups of offenders within
these data, each with their own distinet offending trajectery. They noted that there was
considerable heterogeneity in the peak age of offending among the various groups. The
peak age of olTending for the adolescent-lumnited group was 14, whereas it was 18 and 22,
respectively in the high-rate chronics and low-rate chronics groups. The rate of offending
at the peak age {as measured though conviction counts) also varied dramatically among
the three groups: with (.63 convictions for the “adolescent-limited,” 1.22 convictions for
the “high-rate chronics,” and 0.27 for the “low-rate chronics.”

Interestingly, their analyses contradicted the asserlions of Gottiredson and Hirschi
(19903, by finding thal between-group age differences in convictions were nor stable over
time. Although the low-rate chronics group did have a peak offending age, their overall
trajectory was amazingly [at between the ages of 16 and 30, and the difference in
offending rates between the low- and high-rate chronics groups was only 0.15 by age 30,
whereas the dillerence was about 1.0 at age 16, The high-rate chronics group was
already highly active in crime at age 10, with this group atready having an average
conviction rate of roughiy 0.8 cunv]u.tims at that precocious age. This group did,
however, show a significant decrease tn thelr conviction patterns (aller thewr peak rate at
aze 18) a5 they progressed through adulthoud, 2 finding that is consistent with the
assumpiions of both Sampson and Laub {1993) and Gettfredson and Hirschi {19503, By

finding a iow-rate chronics group. Nagin and Land were the first researchers o offer
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empirtcal evidence of considerably more heterogeneity than the two subgroups posited by
Moflit's dual taxonomy theory (1993, 1997).

D'Unget and colleagues (D" Unper et al. 1998} conducted the most extensive
examination of the age-crime curve to date when they analyzed five separate datasets.®
One set of data pertained to the same set employed in the Nagin and Land {1993} study,
and since the results obtained in these two studies are identical here, they are not |
discussed. The four new sets of results presented by D'Unger and her colleagues include
analyses of data from the 1958 Philadelphia Birth Cohort study (Tracy cl al. 1990}, and
the 1942, 1949, and 1955 Racine birth cohort studies (SI';annon 1988, 1991).

The 1958 Philadeiphia Birth Cohort study fongitudinally tracked all 13,160 males
and 14,000 females borm in Philadelphia in 1958 and who resided in the city through their
18" birthday. The frequency of “police contact” for felony and/or misdemeanor criminal
offenses was collected through age 26 from Phifadelphia Police Department records.
Police contacts include both actual arrests by law enforcement personnel as well as law
enforcement “contacts” that were handled “remedially” or “informally™ (e.g., released at
the scene or released to parents) and did not involve a formal arrest where the individual
is taken into custody (Tracy and Kempf-Leonard 19%6). For computational reasons,

D’Unger et al. (1998) estimated their models on a random sample of 1000 mafes.”

* The main purpase of the D' Urger ¢t al. {[998) study was not to examing the age-crime curve per se, but
rather it was to determine when the optimal number of latens classes has besn extracted from a dataset. The
results of thewr analyses, however, provide evidence that bears dicectly or the age-cnime relattonship,

* Estimation tunes oF Grute mxrure modals tend to increase greatly with sampte size {Vermunt and
Magidson 2000). Also, to keep \be 125ults comparzbie to those obtained by Nzgin and Land (1993}, only
males were included in these analvses. B'Unger and cotleagues {1 998) compared their results from the
U000 member sarnple to those with samples of 300 and 2,060 90d report the regults o be similar across
sumple $izes
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D*Unger el al. (1998} found a five class or group model to be the best [it to these
data, and named their classes by the nature of the respective offending trajectories of the
groups. The largest group was labeled *nonoffenders” (comprising 61% of the sample),
and the other groups included a “high-ratz adelescence peaked” group {1%), a "low-rate
adolescence peaked™ group (9%}, a “low-rate chronics” group (21%), and a “high-rate
chronics” group (8%).° Interestingly, the four groups who engaged in some level of
offending bifurcated into high- and low-rate versions of adolescence peaked and chropic
types that tracked each other fairly well over time.  Although the rates of increase and
decrease in offending with age varied both within and among the “adolescence peaked”
and the “chronics™ offender groups, each group showed a decrease in offending
throughout adulthood. The peak ages of offending were 16 for the adoiescence peaked
groups, and 18 for the chronic groups. The offense rates peaked at 1.0 ({or the low-rate
adolescence peaked group), 3.3 (for the high-rate adolescence pealked group), 0.21 (for
the low rate chronics group) and 0.93 (for the high rate chronics group}. By age 20,
however, only the high-rate clironics group still had a non-zero offending rate, and their
rate at that age was roughly one-quarter of its peak rate at age 18.

The Racine Birth Cohorts longitudinally tracked the offense histories of all
individuals bom in Racine, Wisconsin in 1942, 1949, and 1955, For research with these
datzsets, the dependent variables were the number of police contacts for felony and
misdemeanor criminal offenscs between the ages 8 and 30 (1942 cohort}, ages 8 and 25

{1942 cohorl}, and ages § and 22 (1955 cohort}, To make these findings comparabie with

“ [3*Unger et al. { 1993 rafer to the zroup 3s “adolescsnce peaked” eather than “adoleszent-limeted” becouse
theiv offending patterns inciuded ages putsicde the adolescent years of 13-17. Both of these rajectories did,
however. disploy o sirony peak during adolzscence.
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the prior research discussed above, the authors limited their analyses to the white and
black male members of the samples. This resulted in (inal sample sizes of 353 (for
19423, 721 (for 134}, and 1067 (for 19335), individuals respectively.

Far the 1942 birth cohort, D'Unger et al. found the best-fitting mode! to have five
distinct offender groups. These groups included a “nonoffenders” group (34.6%%), an
“adolescence peaked” (20%) group, a “low-rate chronics™ {31.4%) group, a "'high-rate
chronics™ group (8.8%¢), and a “late-onset chronics™ group (5.1%0). Unlike the previous
findings, one offender group was located in this dataset that actually increased their
offending with age (the late onset chronics group), with the peak rate of offending for this
group occurring at age 28 where it then stabilized through the end of the follow-up
period. Atage 16, this group had an offending pattern that virtually tracked the
adolescence peaked group. At that point, however, the two trajectories diverged with the
late-onset chronics group continuing to escalate their offending behavier, while the
adolescence peaked group began to desist from oftending. Interestingly, the high- and
low-rate chronics groups differed substantiafly in their offending rates between ages 10
and 22 (with their offending rates differing by about 1.0 police contacts per year). By the
end of the follow-up period, however, the offending rates of these two groups were nearly
identical. The high-rate chronics group experienced a significant decline in offending in
early adulthood, whereas the low-rate chronics group was observed to have exhibited a
much slower rate of decreasc in their offending rate.

A four-class {or group) model for the 1949 sample provided the best fit to this
dataset. The group trajectories found by D' Unger et ai. for this sample included a
“nonoflenders groun”™ {3525, “high-rate chronics™ group {peak age = 18§; peak rate = 2.1
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5% of sample), a “low-rate adolescence peaked™ group (peak age = 18, peak rate = 0.25;
4% of sample), and a “hizh-rate adolescence peaked™ group (peak age 18; peak rate =
0.75, 19% of sample}). By age 25, both the low-rate and high-rate adelescence peaksd
groups had virtually desisted from offending {(as meaasured by police contacts at [east),
whereas the high-rate chronics group was still experiencing roughly 1.5 police contacts
per year at this pericd in their lives. [t is interesting to note that this is the only datazet
for which the trajectories generally followed the proportional changes across time
argument proposed by Gottfredson and Hirschi (19900,

For the 1955 cohort, a five-group model was found to provide the most accurate
fit to the data. The five groups included a “nonoffenders™ group {44.5%), an “ear!y-onset
adolescence peaked” group (2.2%4)}, a “laie-onset adolescence peaked™ group (15.4%},
“low-rate chronics” group {30.1%4), and “high-rate chronics™ group {7.8%). Unlike the
results from the Philadelphia Birth Cohort dam, however, the adolescence peaked
trajectones did pot neatty hifurcate into simply high- and low-rate versions; they differed
greatly on their age of onset as well as their rate of offending. Also, the cnme trajectories
of the various groups did not remain proportional; rather the rate of change of the
trajectories vaned considerably between groups. For example, at age 8 the early onsct
adolescence peaked group and the high rate chronics were vary similar in offending rates.
At age 16 their trajectories differed by about 2 arrests per year, and then by age 22 they
were nearly identical again, Similarly, the trajectories of the low-rate chromcs and the
late-onset adolescence peaked proups were identical until age 135, at which point the
adolescence peaked group had a surge in offending while the o ftending by the low-rare
chronics held fuirly steady therealter. By age 22, the latz-onset adolescence peaked
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group had decreased their offending back to a level near that of the low-rate chronics
£TOUD.

The results of the studies reviewed so far have shed doubt on the assertion of
Gottfredson and Hirschi that there is a relative stability of between-group differences in
offending across time as well as the contention by Moffitt that there are anly two discrete
groups of offenders in the population. There appears ta be considerable heterogeneity
among the various distinct offender groups with respect to both the peak ages and rates of
offending, as well as the amount and nature of the changes in the offending rates across
the age distribution. The data analyses have also consistently uncovered more than two
discrete groups of offenders among Lhose sampled. Nexl we turn our attention to the first
analysis of the longitudinal offending patterns among discrete offender groups within a
“high-risk™ sample.

Laub et al. {1998) conducted an analysis of the longitudinal offending patterns of
the 480 delinquent boys from the original Glueck study of the criminal careers of
delinguent boys in Boston (Glueck and Glueck 1950, 1968). All 480 boys were white
and all had appeared in the Bosten Juvenile Courl in the late 1930s. The Gluecks
followed the boys into adulthood until the age of 32. Sampson and Laub (1990, 19%3;
Laub and Sampsen 1988} subsequently reconstructed these data and put them [ato
machine-readable formn, and then subscquently used it in developing and testing their

theory of informal social control. In this study, Laub et al. (1998) used the finite mixture



methods of Nagin and Land to ascertain if there were distinet groups of offenders even
within this select group of chronically delinquent boys.’

For this study, the dependent variabie was the count number of arrests at each age
between the ages of 7 and 32. Laub et al. (1998) found that allowing for four distinct
groups (or trajectories} provided the best it to these data. Since all of the members of
this sample were official deluwguents, there was obviously not a “nenoffenders” group in
this dataset. There was, however, a significant amount of heterogeneity even in this
select sample of juvenile delinquents. Further, even though all four of the offender
trajectories were very similar in their offending rates up through age 13, from that pomt
on there was significant variability in the shape of each group’s crime trajectory.

“Group 1" conststed of a high-rate chronic group that had an observed peak
offending age of 18 {at about 3 arrests per year), and therealler their trajectory was
relatively constant until the late 20s when their offending rates began to decline. Only 11
individuals in the sample were assigned to this group. “Group 2”7 was a more moderate
chronic offender group, with a peak offending rate of about 1.2 arests per year at around
age 18. This group comprised about 19% of the sample. The offending rate of Group 2
was relatively constant during their 20s, and began to decline by the end of the follow-up
period (ages 30-32). Group 3 exhibiled an offending pattern very similar to Group 2
through age 16, but then experienced a signiGicant decbine in the offending rate over the

remaining age distribution curve. By age 32, this group had 2 negligible oifending rate,

" In subsequenl analyses tn that article, Lach, Nagio and Sampson {1998) aho used the resulting latent class
indicators as a method of controliing for persisient individual diff2eences in models tesung the erime
preveniive benefis of a cohesive marniage  The resul's of thewr snalyses ind:cated that, even after
controlling for unobserved heterovencity in criimina) propensity, a colesive marriage was a cotical factar in
the desistence process. Cansistent with iheir theory, the berelils of a cohesioe marsiags accrue gradually
over e as the invastmen? procsss accemulates social capiai
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whereas Group 2 was still offending at about .§ arrests per year at this age. Group 4 was
the group with the lowest offending rate (peak offending rate was .7 at age 16). This
group (Jroup 4}, which comprised about 3 1% of the sampie, also had a rather negheible
offending rate {of about 0.1) by age 26, whare 1t continued to hover for the remainng &
years of the foilow-up period. The results of this study should be viewed with caution,
however, because the subjects in the Glueck data set were not randomly selected from the
nopulation nor randomly selected from juvenile court cases (see Cohen and Vila 19%6).
Because the results of this study are based on a matching sample that was drawn by
convenience from the Boston juvenile court records, the generalizahility of the results are
unceriain.

Using a nﬁtiﬂnal probability sample to avoid possible sampling bias, McDermott
and Nagin (2001) studied the self-reported offending patterns of the 835 male
respondents in the National Youth Survey. The segment of the age distnbulion studied
ranged from 11 through 24, but fewer than half of the respondents were available for
sampling at ages 11-13 and 20-24.% Therefore, the lack of available data for estimating
these segments of the age-crime curve demands caution when interpreting the reported
results. The dependent vanable was a count of selfreported involvement in rape, auto
theft, theft of goods worth more than $50, purchasing stolen property worh more than
350, and breaking an entering.

McDermolt and Nagin (2001) found a three-class model to provide the best [it to

these data, “Group 1" was engaged in offending from ages 11 through 20 at a relatively

Y Their znalyses coversd a period of § “age vears," with the actual ages studied varying between the
rzspondents depending on the age of the respondent at the first weve of wnterviews. Although the analyses
spanned an 3 year period, thare were actually only & messurement periods used in the analyses due 10
upequal spacing of the fas! interview [which occuned theee vears after the Qilth wave survey).
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constant rate (between 1.0 and 1.3 offenses), at which point their effending patterns were
found to decline. The offending rate of Group 1 peaked at age 13, [t should be noted that
748 individuals (or 89% of the sample) in their analyses was asstgued to Greup 1, and
that most of these individuals reporied no criminal activity at each age measurad. “Group
2." comprising about 6% of the sample, had a peak age of offending at age 11 with 20
offenses per year. Thergafier, this group showed a significant decline 10 the offendiag
rate through aze 19, at which point the rate leveled off at around 5 offenses per year
through age 24, The offending pattern by “Group 3" was nearly antithetical to the pattern
observed for Group 2. Group 3, which contained 5% of the sample, showed a precipitous
increase i their oilending from ages 11 through 21, where the offense rate peaked at a
rate of 30 offenses per year. Their rate declined to 23 offenses per year by age 24.

In still another study, Piquero et al. {(2001) present an analysis of the age-crime
curve for a sample of high-risk cases. This study involved an analysis of the adult
offending patterns of a sample of 272 parolees released from the Califormia Youth
Authority between 1960 and 1970. This is the same youthful offender correction system
from which we analyze data in this study, although the data gathered by Piquero et al,
predate the large increase in violent offending in the state of California in the 19805 and
did not constitute a random sample of CY A wards, The 272 parolees in this study were
“older, had more serious contmitment offenses, andfor weve uncocperative n other CY A
institutions” {Piquerc et al. 2001: 573, These youthful oflenders were paroled at age 18
from the CY &, and were then followed for 16 years until age 33. The dependent variabie
was a count of arest events between the ayes of 18 and 33. Thus, while their study
concems 4 fmited segmient of the age-crime cunve (e, wduithoeod only), 1tis impertant
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for inclusion in cur review because they found censiderable heterogeneity in the adult
offending trajectories of this select sample of offenders.”

i fuid, Plguero et L {Zid1) found that o model allowiing for G distingt trajectones
provided the best fit to the data. Impormantly, this study found a 6-class model to fit the
data with and without controls for “exposure time” (i €., time not incarcerated), although
the authors noted that the scale of the arrests trajectories, especially dunng their early 20s
was affected by controtling for exposure time. In the nomenclature of cnminology,
exposure ime js referred to as "“time on the street™ and is used te control for the amount
of time spent incarcerated. When a person is incarcerated, they are incapacitated and
cannot victimize the general non-institutionalized population simply as a consequence of
their 1solation and not because of a change in their motivation to commit criminal
behavior {i.e., they are denjed the opporfunity to victimize the non-institutionalized
citizenry)."*

For the models without a control for exposure time, “Latent Class 17 {18% of the
sample) was a group that ingreased their offending through age 21, which was their peak
age of offending {at 2 offenses per year). This group then decreased their rate of
offending through age 33; their offending rate was negligtble from ages 29 onward.

“Latent Class 2" (21% of sample) displayed a trajectory very similar to Latent Class |,

? As we detaitin Cliapter 4, from the mid 1970s anward, the Califorme Youth Authority has consistently
been responsible for housing the meost seriously delinquent 5% of the youthful offender population in
Cabefornia. Thus, any sample of individuals released from the Caltfornia Youth Awthority is by defirution a
bughly select sample, However, it is also a segyment of the offender population that is often of greatest
concern dug to their serious natuee and persistence of their offending. See Chagler 4 for more details onthe
Califorma Youth Authoriy and the types of youth wha cume under it custody.

" For cxample, someons who spends |2 manths “on the street” and is arrested one time is very different
from an ndividual who speads 1 mont on the street and is arrzsted one tme. There s 2 differenge of 11
monhs of ‘eyposure bme” between these two individuals. This s the logieal reasamng behind accounting
fur uimz ur the strest”
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only their offending rate was roughly twice the rate of Latent Class 1. Their rate peaked
at age 21 and the decreased thereafter, but they still had a positive oflending rate at age
33 (at about .75 acrests per year). “Latent Class 37 (7% of sample) peaked their
offending during the first year afler release (age 18), had a smali decrease in their
offending rate during the early 20s, and then had a relatively constant rate {at about 3
cffenses per year) through the remaining ages in the distribution. “Latent Class 4"
dispiayed a trajectory very similar to Latent Class 3, albet! at a lower rate than Latent
Class 3, from ages 18 though 28. This groups’ (18% of sample} amrest rate aiso peaked at
age 18, then held at a relatively constant rate through age 28 at about [ offense per year,
and then displayed a decreasing offense rate through age 33, The fifth latent class {24%
of the sample) also had a peak rate of arrest at age [ 8 (at 2 offenses per yearj, then
displayed a decreasing arrest rate through age 25, at which point this rate became stable
at about .5 arrests per year. Interestingly, the sixth latent class (10%) had a very small
offense rate at age 1% (about £.25 arests per year), but then essenlially desisted entirely
over the remaining ages. In other words, this group was able to essentially remain arrest
free after parole. It is intercsting to ponder if this group consists of an adolescent limited
group who displayed a high ofTending rate during their adolescent years but then was able
to remain arrest free dunng adulthood.

Two important differences darose afier allowing for an “offser” or contral for
exposure time in the Pigquero et al. study. First, the predicted armrest count was of greater
magnitude for both Latent Class 2 and Latent Class 3. Latent {lass 2 peaked 2 years
earlier than Class 3 at a rate of 7 arrests per year, but then extubited a pronounced
declining arrest rate through age 235, at which puint the trajectory assumed the saine zliape
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it did in models without contrals for “time on the street.” Latent Class 3 also did not
experience its decline in the early 20s, but rather this group’s arrest trajectory held rather
constant over most of the remaining age distnbution {(at a rate of about 7 arrests). During
thetr carly 30s, the group had a decrease in offending of about | artest per year. Forthe
nrost parl, however, the overall shape of those two curves did not vary dramatically
behween the two models. A second difTersnce among the groups noted by Piquere et al.
{2001} was that Latent Class 4 also did not expenence a decling in offending in the early
20s or a further decline in the 30s, but rather this group had a constant arrest rate over the
entire age distnibution (at aboul 3 arrests per ycar). The remaining three classes had
trajectonies that were essentially identical in both medels. Piguero et al. {2001: 68}
concluded that, “the general shape of the arrest irend appears to be robust to contrels for
exposure time.” The percentage ol cases assigned to each latent class was virtually
identical across the two models as well.  Piguers and his colleagues report that mere than
anything else, it was the magnitude of the arrests scale that was affected the most by
conteolling for streel or exposure time. Nonetheless, the results from both of their models
indicate that there is signiftcant heterogeneity in the adult offending patierns of these
serious offenders, but how that adulthood heterogeneity related to prier existing
differences could net be determined with these data, Indeed, the results of tus study also
leave eme wondening if the findings would have changed had they access to either the
juvenile arrest histories of the sample or to a much larger, random sample of youthful
offenders. With an overall sampie size of only 272 cases that were not randomly drawn

the generaiizability of the findings from this study must be viewed cautiously.



We have now completed our review of the prior studies that have addressed the
age-crime relationship within discrete offender groups (that arc internally tomogenous
with respect to their olfending patterns across time). In the next section we place the
results of these studies into perspective with a discussian that focuses on both the
significant themes that have emerged and the methodolegicat limitations of these prior

studies.

Discussion and Hypotheses Related to the Age-Crime Relationship

A general summary of many of the studies we bave reviewed here can be found tn
the first, and arguably definitive, study conceming the relationship berween age and
crime within distinct offender groups by Nagin and Land. I tiis study, Nagin and Land
(1993: 158) noted, “our findings peint to large variation across the population not only in
offending fevels by age but also in the trajectory of offending over age.” The results of
their study are illustrative of severa] themes in the literature particularly relevant to our
study,

First, there appears to be a considerable amount of individual variation i the
offending rates of individuals. This heterogeneily in offending propensity has been
documented across a variety of dilferent settings, including birth cohorts from a small
Midwesters town such as Racine to a large urban ¢ity suck as Thilade(phia (D'Unger et
al. 1998}, in a random sample of the general population (McDermaott and Nagin 200]) to
sammples of the serious youthfu! offender population {Lavh et al. 1998; Piquero et al.
2001), in 2 sample that uses seif-report data (MeDermott and Nagin 2001 1o samples that
use official data (Wagin and Land 1993, Piquero et al. 2001), and across vurying eulural
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settings such as England (Nagin and Land 1993) and New Zcaland (Fergusson et al.
2000). The generalizability of the finding of heterogeneity in individual offending is
extremely lmpoliant because samples are often treated as if one trajectory or group is
present in the data and as i1f the effects of persistent heterogeneity are trivial. Such short-
sightedness by researchers can lead to misteading and erroneous conclusions (D' Unger et
al. 1998, Land ct al. 2001; Maltz 1994; Moifitt 1993, 1997).

A second theme in this literature concerns the significant amount of between-
group heterogeneity displayed with respect to the direction and nature of change in the
shape of the crime trajectories across age. Given that the theories of Gottiredson and
Hirschi (1990} and MofTitt {1993, 1997) predict neat, clearly defined changes in
offending tra)ectories over time, while Sampson and Laub {1993) predict more
heterogeneity \n crime trajectories aver time {especialiy in the adult years), the evidence
at this point appears to favor the theoretical position of Sampson and Laub. For example,
the McDermmett and MNagin (2001) study found a crime trajectory that continued to
increase across age, while D"Unger et al. (1998} discovered high- and low-rate
“chronics™ display marked!y slower change in their crime trajectories in comparison with
the adolescence peaked groups in their data. Laub et al. (1998), report crume trajeclones
in their sample that were quile similar at early ages to show markedly differential growth
patterns dunng adulthood. Because the theory of Sampson and Laub predicts greater
heterogenzity in crime trajectories than does the other two theories, it appears to recoive
more support from the previous research.

A thurd theme in this literature involves two trajectory “regularities™ in many of
the studies reviewed here. The first regulanty is that two distinct primary groups have
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been uncovered across many of the studies: (1) the “chronic offender™ group where crime
peaks setween ages 17-21 and then drops slowly in 20s and (2) the “adolescent peaked”
group where crime peaks between ages 15-18 and then drops rapidly to near zero by age
22 (D Unger et al. 1998). The second consistent pattern is a COMMON crime trajectory
shape that often bifurcates into high- and low-rate groups that track each over the uge
distabution (D’ Unger et al. 1995}

Yet, even in the face of these regulanties, it should be noted that neither the
longitudinal shapes nor the number of distinct trajectorics were entirely consisient across
the various studies. For example, several cnme trajectory patierns have only been
identified 1n one or two of the studies, most notably the “late onset chronic” offender
found in D'Unger et al.”s (1998) analysis of the 1942 Racine Birth Cohorl. While ajl of
the studies uncovered more than two discrete groups, the exact number of classes has
ranged from three in McDemmott and Nagin (2001) study to six in the Piquero et al.
{2001) study. Most studics report identifying four or five distinct cnme trajectores.
Notably this finding directly contradicts MolTitt's hypothesis of two distinct offender
trajectories and seriously questions of whether two trajectones are sufficient to capture
the variation of offending trajectorics in the population. If there are not just two distinet
offender trajectories, then how many are sufficicnt? Does the number of crime
trajectonies identified depend on the sample compesition? How stable are the identified
latent classes within a given population over time? While definitive answers to these
questions remain for futire research, resuits such as those presented in Chapter 7 of this
study can expand our understanding of these issues by examining the three different
sampies of serious youthful offenders 1o be used in our study.
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The current literature of the age-crime curve for distingt groups of offenders has
several limitalions that highlight the need for furiber study. First, some of the previous
studies have wocused o cadier llmeded segments o0 e age distinawuon (uue 10 Lnutations
of the data sets}, with several studies not beginning their measurement of offending
behaviors until the onset of adolescence or later, and most of the studies ending their
follow-up periods prior to or around the age of 25. The study of Laub et al. (1998} has
the [ongest follow-up period to date, examinng the nature of the offending trajectones of
480 delinguents from age 7 through 32. The nature and shape of offending patterns
beyond the early thirties are cumently not well understood. Second, the study of D'Unger
et al. (1998) is the only study to compare the results from datasats generalizable to the
same population over time. This malkes 1l very difficult to replicate not only the existence
of a came trajectory group over time, but also whether there are any changes in the
precise number or nature of the offending trajectories over time. As such, D"Unger et al.
(1998) argue that replication of offending trajectories is a critical research need that is
necessary to prevent reifying any particular identified offending trajectory as a stable
element in a population. As D'Unger at al. note (1998 1624-16235),

The effects of age, cohort or sampie composition, and
histoncal setting all play mmportant roles in influepcing
individua! development, hence the vanation in
trajectonies over time. Social context must be viewed as a
‘force in development’ {Elder and ©O'Rand 1995), which
has the power to alter trajectaries of mytiad types of
bechavior,

A final limitation of the previous research mentioned here concerns the analyses
of the “high-risk™ sarmples; onby two studies have focused on select samples of “high-

risk” offenders. Both of those studies. however. kave limitations that require addioonai
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rescarch on this critical segment of the offending population. The Laub et al. (1998}
study was based on the o(Tending patierns of a sample of white, male delinquents from
Hoslon measured from the 1930s to 1960s, and thus a key question is whether trajectones
similar to the ones they describe can be found in more contemperary samples of the
population. This is especially sigmficant given that the nature of cnmimal offending
anpears to have changed dramaticaily (i.e., became more viclent} afler lhe point in time
when their data were gathered. Piquero et al. {2001}, on the other hand, only had access
to data regarding offending pattems of a sample of serious youthful offenders during their
adult years {until age 33). Data from these subject’s juvenile years were entirely absent
from their anatyses. This limitation raises several mnteresting questions with respect to
this segment of the population: {1) how do differznces i ﬂﬁﬁndig g trajectonies dunng the
juvenile years relate to the nature of offending during the adult years; and (2) is there an
adolescent-peaked group within this population?'! Furthermore, both of these studies
were based on comparably “smatl samples,” and thus we wonder to what degree (heir
findings (or a particular latent class) are a consequence of sampling vanation? This
question becomes maore interesting once we consider that neither of the samples wert
randomly drawn. Thus, it is our contention that there is a critical need for subsequent
empirical investigation of the nalure of offending trajectonies within the population of
serfous youthful o[Tenders, a contention that has been echoed by Laub and Sampson

(2001}, Scholte {1999, and Tolan and Gorman-Smith (1998}

' Rezall that Piquero et al (2001) found a group vk an offendisg wazectory that by age 20 had terminated
their criminal activity {as measurcd by arrests).
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Given the indings and hmitations of the literature discussed above, this study will
investigate four hypotheses related to the age-crime curve using three relatively large,

random samples of serious youthtul offenders (to be described in greater detad 1n Chapter

5)

H,: There are multiple eroups or latent classes of affenders with distinet arrest
trajectories even on the high-end of the criminal propensity conhinvum where the

serious youthful offenders are located.

H;: Therc arc more than two groups of offenders with distinctly different arrest

trajectones even on the high-end of the criminal propensity continuum.

Hj: There 1s an adolescence-peaked group even in samples of senicus youthful

offenders.

H,: The age-crime curve is invanant among the latent classes of serious youthful

offenders. Between-group differences will not vary across time.

These hypotheses are largely based on both the prior empinical results from the
Laub et al. (1998) and Piquero et al. {2001) studies that indicate there is a significant
level of heterogeneity in the offending pattems of serious youthful offenders, as well as
the theoretical arguments of Cehen and Vila (1990} and D'Unger et al. (1998) that
hwputhesize the possibility of greater heterogeneity on the far end of this continuum than
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previously suggested. H; and Hjyare central to Moffilt’s {1953, 1997) theoietical
perspective, while Hy is central to the theories of Gottfredson and Hirschi (19%0) and
Sampson and Laub {1993). Evidence supporting H; would cast doubt on the adequacy of
Muoffitt’s theory that there are enly two offender groups in the population. Evidence
supporting Hy would support Gottfredson and Hirschi {1390), while evidence refuting it
would support the theoretical positions of Sampson and Laub {1993).

Findings in support of these hypoth=ses are imporant the literature becauss
serious youthful o(fenders are often referred to as being “relatively homogenous” (Ge et
al, 2001: 750). As a whale, senous youthful offenders are an elusive class of offenders
because they are (fortunately) relatively raze in the population of offenders (Cemkovich
et al. 1985). Researchers thus are ofien forced to empirically “lump” together oflenders
who have met some minimum definitional coteria that usually involves a measure of
either seriousness and/or chronicity of oflending (McDemmott 1983}, Afler “making the
cul,” this group of offenders is usually isclated and treated as a homogengous group
(ofien labeled as the “chronic offender” groun).'? 1fthere is significant heterogeneity in
the propensity to offend within this population, recognition of that fact i1s important to the

crime literature for both its theoretical and public pelicy implications. '’

"! Locher etal. (199%8) provide an extensive discussion of the vaniable ¢ut-olT points that have been used in
an afempt to isalate the type of offenders vsed i this study.

Y For example, in the article, “The Development of Peisistent Criminal Offending in Males,” Ge et al.
{2000) analyze the arvest patterns of 2 sample 2,263 male commirted ta the CY A In 1964 and 1965, The
authors analyze the arrest peitemns of the CY A wards ar ages 18-20, 21-25, 26-30, and over 31 using a
scries af ordinary least squares regression models. The authors” conclude {from a state dependence
position) that, “early problem behaviors excrt a significant influence on persistent gffending. Early
involverent with alcohol and drug vse was a signiticant predicior of adult acest feequency. This sugzests
that eariy substance use and abuse ¢an influsnce criminal behavior throughour the Life spaa” Mo artempt
was made to controi for unobserved hetwrogenesty, however, and thus it could simply be {and as wouid
likely be posited by Goufredson ard Hirschid that early drugz wse and ebuse is corrslated with the
smeasered {or ai feast the pom by weasurad) hetsiozenety in the propensity 1o offend. Without cunirals
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The results concerning these four hypotheses will be presented in Chapter 7. In
that chapter, we apply Nagin and Land’s {1993) semiparametric mixed Poisson model to
each of the three saniples used in this study. Afler determuining tite optinua nunaber of
latent classes present in each sample, the oflending trajectories wiil be graphed over the
age distribution. Comparisons of the trajectories will be made concerning the patterns of

offending displayed over time within and between the latent classes.

STUDIES OF THE RELATIONSHIP OF PAST TO SUBSEQUENT CRIMINAL
ACTIVITY

We now tum our attention to reviewing previous studies of the second critical
issue addressed in this sludy——the relationship between past and subsequent criminal
activity. Since investigating the relationship between past and subseguent criminal
activity requires longitudinal (panel} data en a set of individuals, the studies reviewed
here are limited to those studies following a panel of individuals over time. Funthermore,
given the differential explanations of the population heterogeneity and state dependence
positions for the underlying causes of the correlation between criminal achivity at two
different points in time, all of the studies reviewed here also controf for individual
differences in the propensily to commit criminal acts.

Historically, controlling for differences in cniminal propensity has been most
often attempted by including control vanables measunny individual charactenstics or

other factors considered relevant in a regression model. However, multiple studies

for unmeasured heterogeneity, this finding is subject te sorious criticism as 4 mere methodeological arufact
that would disappear 1 2 more appeopriate statistical model. See the section below deserbing sudies of
the relat;onship between past and subsequent criminal activity for a further Sisvussion of the imporanze of

wneasured hefe rogeney

106



(Paternoster and Brame 1997; Bushway et al. 1999, Nagin and Paternoster 2000,
Paternoster et al. 2001 ) arguc that there are two principal prablems with this method of
controlling for individual diffccences. First, criminologists cannot agree on the precise
and most appropriate measures that reasonably capture individual differences in eriminal
propensity. Second, even if there was such a consensus on relevant variables, most data
sets probabiy would not have some, most, or perhaps any of those key measures, making
the task of adequate measurement inpassible.

The end result of such problems, as noted by Nugin and Paternoster (2000: 131},
1s that “researchers would have no way in knowing if they have captured 2 sizeable share
of the between-individual variation in criminal propensily with the measures they have
available. Consequently, perhaps the Hon’s share ol criminal propensity would be
unmeasured or unobserved.” Simulations by Bushway et al. {1999) show that failing to
accournt for unobserved heterogeneity leads to serously biased estimales that favor the
state dependence arzument {see also Heckman 1981a; Hsiao 1986). Unobserved
heterogeneity is, in essence, akin to omiiting a key variable from the mode! spcification,
resulting in biased estimates of the other included covariates that are correlated with the
omitted varable {Bushway et al. 1999; Nagin and Paternoster 2000). Since prior
criminal activity will be positively correlated with criminal propensity, fatlure to
adequately control for persistent unobserved heterogencity (in critninal propensity among
individuals) wili lead to positively biased coefficients for the variable representing priny
crminal aciivity, In other words, without controlling for persistent individusl
differences. the coefficient for the prior eriminal activity variable witl absorb the effect of
tite onirited variabie (individual differences in criminal propensiiy). resufinig in an
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overestimate of the effect of prior enmunal activity on present criminal activity, As
Nagin and Paternoster (1991: 10} expiicate, “the problem s that association between the
response variable and some specific covanate at the level of the wmdividual is confounded
with vanation in the persistent unobserved heterogeneity across the population.”

Thusz, all of the studies to be Teviewed below make use of statistical techniques
controlling for uncbserved or “hidden” heterogencity. These studies have used one of
two methods {and in one case both methods} to account for unobseeved heterogeneity: (1)
parametric random effects models or (2) semiparametric random effects models. The
prmary difference between the two methods concems the distribution of the unobserved
heterogeneity. The parametne random effects models assume that the unobserved
heterogeneity is conlinuonsly distributed in the population according to some known
{mathematically {ractable} parametnc distnbutional form (¢.g., it i1s normally distributed}.
The semiparametric form of the models nonparametrically approximate the foirm of the
unohserved heterogeneity, assuming only that an approximatien can be accomplished
using a discrete, meltinomial distobution {Heckman and Singer i984; Nagin and Land
1993; Land et al. 1996), This semi-parametric random effects model is, in fact, the finite

mixture model of Nagin and Land (1993) previously discussed. Each “latent class™ is

" For readers desiring more information on these models at this point, these models are described in greater
detail in Chapter 5. Briefly, the parametric randorm effects mods] assumes thal the emor term for an
individual at any poind in tme is composed of two comperents: a tims-wnvacaat, wdividual-speeific term
and a pure randem disturbarce term {that i5 distributed according to soms porametnc assumption, wsually
the normal distribaetinn} The individeal-specitic cnmponenl, which is invactant aver tume, captures
persistent, unmeasured indwidual differences in the propensity to aflend. The carrelztion of an
indevidial's errod term over time (referred to as the or 2 ) s caleuwlated as the vanance of the individual-
specttic terms divided by the vanance of the total eror term (Hsiue 1986, MNagii and Paiernesier 1991}
Rko { 2 }is anestumate of the proportion of the vartance of the error tzrm that s due to persistent {ums-

stable} heternweneny. 18 2 < 1, the variance of the ecrar term s enurely due ' hetorogeneisy . whereas if

£ =1, then gersistent helerossneiiy 15 neplipbles (Nagn and Paternosier 1553
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assumed to be a single “point-of-support” or “segment” of the multinomial distribution,
and the distribution of unobserved heterogeneity {known as the mixing distnbution in
statistics) is approximated using a finite number of points-of-support. Within each
“segment” of the sample, individuals are intemally homogeneous with respect to criminal
propensity, but irdividuals from different segments have varying propensities lo engage
in comunai activities.

As Bushway et al. (1999) note, both of these models make assumptions, and the
degree to which the assumptions are tenabic is key to the robustness of any observed
results. The parametric form of the models is more restnctive and more efficient than is
‘the semiparamelric form, which is less restrictive and hence aiso less effictent.
Violations of the assumpiions of each modei, including the assumption of the distribution
of unobserved heterogeneity, can have a significant impact on the conclusions based
upon the resulls obtained from each model. We will return to this significant issue of
“violating assumptions” later in our discussion of the studies that address the relationship
between past and subsequent cniminal achivity.

First, however, the results of several studies will be revicwed as they were
reported in the cnginal articles. In the following discussion, we try to stay substanlively
focused, but will include methodologically technical comments and footnotes when
necessary. It should be stated that modeling the relationship between past and subsequent
eriminal activily is methodologically complicated, a point that shoutd not be
underemphasized (Nagin and Paternoster 2000). The old adage, “the devil is in the

details.” is quite appropriate for this issue. Table 3.2 presents key information from the
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Table 3.2 Sunumary Information of Prior Studies of the Relationship Between Prior and Future Criminal Activity

Dty Sample Ferinds Risk Dependen
Aarlhrs Source Size Gender Studied Leval® Wariable Finding®
Mapinand Paternoster
(1991 1981 South Caraling 1163 Malex! 2 Laowr Binary Indicater of Self- 5D
High School Survey Females Reporied Propery Crimes
Mg quwd Tarrington
) 1961 Cambridge 4a3 hales 11 Eow Two-year Binary ixed
Study Indicaior of Convictiong
Soampzen and Laul
{1493 1930 Giueck Smudy 640 hiales 2 High Arrest Counts Between kixed
Ages 15-32 and 3245
Il annd Magin [ 1996)
161 Cambeidge 403 Belales ti Low Two-year Binary b ived
Study Indicater af Conviclians
I'terieosic o1 al |9EE- 1989
(LI NC D af Youth 835 kdales 4.5 High Yearly Arcst Coints Mixed
Services Beleasecs
Fatemuosier and Boune Biovary and Cotam
{1uaTy 1977 Matipnal Youth 479 Maolesd 5 Law indicaters of Self kixed
Survey Frimales Reponed Detingqueacy
Marstweay e al (190
1958 Phildephia L1i60 Males T Lerw ZaYear Binary lndisator Mixed

Birth Cohoo

of Police Coman

* ek brvel is defined here as *Low” and "High™ Low-risk samples correspond 1o gencral population samgles tha are likely 1o
iwhude o meajoriy of Jow-risk cases in the data. High-risk samples, on the other hand, is used (o refer to samples where bigh- risk

coses will cansiinte the majoeity of cages (e.g., samples of parelees) .

" Finding: S0 = State Depenlence, PH = Papulation Helerageneity; Mixed = Both State Dependence and Population TIelerageneity.



different studies to be reviewed Galow that examine the relationship berween past and
subsequent criminal activity.

Cne of the key studies regarding the relationship between past and subsequent
coiminal activity was that of Nagin and Paternoster {1991}, 1 is a study of 1163
respondents in a convenience sample of students from nine high scheols in South
Carolina. This panel began in 1981 and had subsequent “follow-up waves™ in 198Z and
1983, Although there were initially 2700 sophomore respondents, at the final wave only
1250 senior respendents remained in the study, and of these, only 1163 filled out the
information on relevan! covariates deemed necessacy for incluston in the study by the
authors. The dependent variable was constructed as a binary variable representing self-
reported participation in three types of property crimes: stealing something valued less
than $10, stealing something valued between 510 and $50, and breaking into a building
and stealing something. Most respondents who indicated they had participated in one of
these crimes had only stolen something valued less than $10. The panei assessed the
dependent variable at two different points in time: participation between waves 1 and 2,
and participation between waves 2 and 3. As the authors point out, the length of this
panel (2 points in time) is the absolute minimum number of periods needed to estimate a
panel model. In their madel, the lagged dependent vanable {participation in crime dunng
the prior measured period) is the parameter estimate providing evidence for or against 2
process of state dependence.

Using a (parametric) random effects probit model, Nagin and Palernoster found a
significant correlation between participation in the propenty crimes at tag two points in
time, even after accounting for unobserved heterogeneity through the use ol the r2ndorl
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effects model. Parlicipating in the property cnme between waves | and 2 significantly
increased the odds of participating in cime between waves 2 and 3, net of persistent
heterogeneity (tho was estimaled o be equal to 0 indicating that persistent helerogensity
was negligible). According to Wagzin and Paternoster (1991: 183), “the results revealed
that prior participation in crime had a positive and significant association with subseguent
participation, centrolling for the possibility of unobserved heterogeneity. This finding is
consistent with the hypothesis that pnor participation reduces the barrier to subseguent
participation in enme. The authors were notably cautious in their conclusions, noting
that it was an “exploratory™ study with “suggestive results,” because of several
methodological lumitations including the use of a non-random cenvenience sample, the
butlt-in assumptions of the randem effects mode! concennng the distribution of the
heterogeneity (re, that it was normally distributed}, and because the “initial conditions™
assumnption of the mode! was clearly violated."’ Furthermore, due to heavy sample
attrition (57% dropped out before the final wawve), the potential “homogenization” of the
sample with respect to criminal propensity could not be nuled out.

fn addition to presenting some intizl findings on the relatipnship of past to
stthsequent criminal activity, the study by Nagin and Paternoster (1991) was also
noteworthy because (1) it was the first study to explicitly address and elaberate the state
dependence versus population heterogeneity arguments for crime, {2) they proposed the

use of the random effects models as a viable method for addressing the issues

" The inuial conditions assumption refers to the assumplicn that at the first wave of the study, nene of te
respondents had already intiated the progsss (e, been involved in property crime activity). This
assumption is required 5o that the modei is akle o obiain an unbzased vsumate of the individval-specific
conperent of the ecror term. Tt ias out that this assumption 1s utterly critical o czleulabng vnbused
estimates copcersing fhe relationslis berween past and suksequent coimunal astiviiy (Brame eral. 1999
See the disvussion section below and Chapler § far further infarmatian
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surrounding the continuity in offending patterns, and, perhaps more importantly, because
{3) their findings were so provecative as to stimulate continued research on the 1ssue.

Soon alter the publication of the Nagin and Paternoster (1991} study, Nagin and
Farrington (1992a) presented results beaning on this issue using the data from the
Cambridge Study in Delinquent Development previously described. Recali Lhat this
stusly employs 22 years worh of conviction data covering ages of 10-32 for 443 maies,
based on a model with 11 time periods. The dependent variable for each penod was &
binary indicator of conviction during consecutive two-year periods {e.g., any conviction
during ages 10 and 11 constituted the olfense or dependent variable for the first period).
Following the lead of INagin and Paternester (1991}, Nagin and Farmington {1%92b) also
used the random effects probit model that assumes unobserved heterogeneity to be
normally distributed. Interest focused on the parameter estimate for the binary variable
that indicated whether or not the individual had been convicted tn the pneor penod (1.c.,
this is the lagged dependent vanable). The coefficient for that variable represents the
estimate of the state dependence effect for these data,

In contrast to the findings of Nagin and Patemeoster (1591}, this study found a
highly significant, strong effect of persistent unobserved heterogeneity that served to
significantly reduce the association between past and subsequent enminal activity. In the
model ienoring persisient heterogeneity (i.e., a standard probit model), the parameter
estimalte relating conviction in the prior period to conviction in the subsequen: measured
peried was 1.16.  In the model controlling for persistent heterogeneity, the estimate was
reduced in magnitude to 0.446, roughly a 61% reduction in the magnitude of the effect.
Rho (the within-individual cotrelation of the error fenn across tine) was estimated 10 be
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(.4, indicating that 40% of the unexplained ermmor vanance was estimated to be due to
perststent tudden heterogeneity. ™Wagin and Fanington (1992a; 253) fucused their
attenlion on the reduction of the magnitude of the state dependence parameter afier
controlling for unobserved heterogeneity and the large magnitude of the rho estimate.
They concluded that the results were most consistent with the population heterogeneity
position and that *. . evidence of true state dependence is limited. Afier controlling for
persistent unobserved heterogensity, the association betwesn past and subsequent
participation is greally diminished.” However, closer examination of their results more
clearty suppons a "mixed” mode] where both populatian heterogeneity and slate
dependence processes are at work (Patemoster et al. 1997). Nonetheless, this study was
important because it demonstrated that population heterogeneity, if lefi uncontrolled,
could have serious eflects on the f:st[.mates of variables indicating evidence in supporl of
the state dependence process.

Although not explicitly addressing the relationship between past and subsequent
cnminal activity, further analyses by Nagin and Farrington {1992b) of the Cambridge
data zlso revealed strong ellects of persistent unobserved heterogencity. Employing the
same data and statistical models from the previous study, INagin and Famington (19920}
investigated whether age of onset had a significant effect on the probability of conviction
in the 1 1-pened panel, net of the effects of persistent unobserved heterogeneity. The
state dependence interpretation of the age of onset vanable 15 that early conviclion has a
causal impact on the probability of subsequent eriminal activity {i.e., conviction causes
changes in their life circumstances, such as increasing the likelihood of association with
delinguent peers or reducing one’s social bond, that makes continuing in a life of crime
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maore likely)}, whereas the population heterogeneity interpretation is that the age of onset
variable is merely a proxy measure indicating the level of ciminal propensity (i.e.,
individuals with an eariier age of onset have the highest cnminal propensity levels). In
the model without conirols for persistent unobserved heterogensity, the age of onsat
varnable was found to have a large and highly significant negative effect, indicating that
as the age at first conviction increased, the odds of a subsequent conviction decreased.
However, ir the model controlling for unobserved heterogencity (i.e., in the random
etfecis probit modeld, the inverse assoclation between age at lirst conviction and the odds
of a subsequent conviction was reduced to insignificance and near zere in absolute
magnitude. In other words, the inverse association between prior and subsequent
criminal activity was cntirely attributable to the effects of persistent unobserved
heterogeneily (i.e., due to Lme-stable differences).

In a subsequent empirical test of their theory, Sampsen and Laub (1923)
presented a rwo-peniod pancl analysis of arrests counts between ages 23-37 (period 1) and
ages 32-45 {period 2). These analyses also employed the use of the Glueck data
described earlier, plus results from the matched “contre! group.” Here “nondelinguent”
cases were matched {case-by-case) to their “delinquent™ pairs on the basis of age,
ethnicity (e.g., Irish, Italian, German, Jewish), and neighborhoaod (r = 289 for the

delinquents; n = 401 for the matched contrel gmup}.'ﬂ' Sampson and Laub utilized a

" The actual specification employed the use of two variables to capruse the effect of age of pnger. One
variable irdicated that if the individual had ever bren convicted in prior period, while the ather variable
indizated the actual age of onset, The use of two varakles allowed the state dependence effect to decrease
as the age of ooset increased [i.e., it allowed the pesitive umpact of the first variahle to be magrefied by an
cariy age of onset)

" Sampzea and Lavs {1593} present sample sizes for the "pooled” datasets. Sires their analysss are Sased
on a twvo-peniod penst model, we kave diveded the paoled sample sizes by two o 2imive 2ithe sample size
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generalized least squares (GLS) random effects model (which is in essence a random
effects OL5 model) and they found results consistent with those of Nagin and Farrington
(195923}

In the models estimated on both the delinquents and the conteol group, Sampsen
and Laub found significant levels of persistent unobserved heterogeneity (rho = 0.22 and
.29 for the delinquents and control groups, respectively). Furlhermore, they found that
even aller controlling for persistent unobserved heterogeneity, both the unofficial and
offtcial juvenile delinquency behavioral variables were positively and significantly
related to observed crime frequencies between ages 25 and 45, These results were found
in the maodels for both the delinquent group and the control group. Similarly, the results
of their analyses alsc indicated that several other vanables representing the slale
dependence positicn were significantly relaled to engaging in crime dunng adulthood
even afier coﬁtmI]ing for persistent individual differences. For example, the models for
both the “cxperimental and control™ groups indicated that job stability had significant
negative effects on adult crime frequency. This suggested that individuals with less
stable job histories were more likely to engage in crime during adulthood, net of the
elfects of persistent individual dilferences and measures of juventle offending frequency.
Arcording to Sampson and Laub (1993: 198-199), “these Lindings suppon the idea that
statc dependence underlies the effects of both prior crime and weak social bonds.” ¥When

all the evidence presented by Sampson and Laub (1993} is viewed in total, however, their
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data elearly suppornt the “mixed” position—both population heterogeneity and state
dependence processes were found to be present in the Glueck data,'®

In a re-analysis of the Cambndge data used in their initial article, L.and and Nagin
(1996) present further evidence concerning the link between llaving a prior conviction (at
any point in the individual’s past) and the probability of a subsequent convichion at a
given age. Employing their semiparametnc finite (Poisson) mixture model, Land and
Nagin (1996) find evidence to support the mixed position that dovetails squarely with the
conclusions of Nagin and Farrington (1992a), who had analyzed the same data with the
parametric random effects probit model.' The anaiyses by Land and Nagin (1996) were
the first to use the fAnite mixture models (allowing for a nonparametric specification of
the distnibution of unabscrved heterogeneity) to address the question of whether past
evidence of engaging in cominal activity has a significant effect on subsequent
criminality alter controliing for unobserved heterogeneily. Consistent with the

conclusions of their initial article, Land and Nagin {1996} found significant difTerences in

N Sampson and Laub (1996} anatyzed the military amrest history of the samples and also found that
cantralting For “military {itness" {fitness for military secvice), prior delinquency bad 2 positive effect on the
number of arrests acquired during their militacy service, This effect was not significant though {and there
was no control For persistent unobserved heterogeneity), In suppor of their theory, however, they did find
that early entry into the military significantly tmproved the fives of the sirucrurally disadvantaged and
delinquent men. The military was a “turning point” in the lives of these men, 2llowing them te beter their
lives, incicding Lheir ovcupalional slzlus, job stability, and seciocconemee achievemerns in adulibood. This
cffect was especiatty pronounced among the veterans previously stigmatized as an official delinguent (ie.,
processed through the juvenile court). In other words, events during adulthood have imporiant
consequences for subsequent sutcomes. 1t should be neted, however, that Laub and Sampson (1998]) alzo
present evidence o support ol the population heteropeneity arzumeas. In these analyses, Laub and
Sampson (1998) found that the delinquent group was sigridcantly wss likely 1 ke advanage of
educativnn] epportunities availzble both while in the military and ithrouzh the £3.1 educational bill, and that
chronic offenders were signifieartly less likely to enter into good marmayes.

" Techmcally speaking, Land and Nagin {1996} estimated a muitiple-spell disgrete-time hazard model of
the time until conviction {1.c., yeass unil or years bepweun conviciions). Land and Nagen (19%6) show that
urder regilar conditrong, the microlevel Poisson model i sguivalont to o discreie-nme hazard moce]. e
Land et al, (200713 for furthes information regatdmg this evenl istors fenaulaion of the Inie mixrure
model.
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the propensity to offend within the sample. They uncoverad the same four distinct
trajeckory palterns reported in thetr earlier arlicle. There were significant between-group
differences, however, in their longitudinal oriending trajectories. The probabiiivy of

surviving without a conviction to a given age varied dramatically across the eroups. For

L]

example, at age 16 the survival probabilities for the “high-level chronics,” “adelescent-
limiteds," and “low-lgvel-chronics™ were 0.293, 0,532, and 0.8040, respectively, while the
corresponding survival probabilities at age 30 were 0.049, 0.443, and 0.445,

Land and Wagin also included a variable in their models to assess whelher or not
the individual had ever been previously convicted. The parameter estimate for the prior
conviction vanable indicated that individuals with & prior conviction had a higher
“hazard™ of being convicted at a given age. MNotably this parameter estimate was
calculated net of the effects of unobserved individual differences that were captured
through the use of the points-of-support approach to unmeasured heterogeneity in the
offending population. Stated differently, if you compared an “unconvicted” individual
with an already “convicted” individual within the same “scgment” or “point-of-suppen”™
of the unmeasured heterogeneity distribution and at the same age, the individual who had
been convicted at a prior age had a rauch greater chance of being convicted at that age.
For example, at age 16 the probability of “onset” (or first conviction) within the “high-
ievel chronics™ proup was 0.321, whereas the "post-onset” probability of conviction
within this group was (L.6Y3.

It is worth noling that in their initial atticle, Nagin and Land (1993} also modeled
a slate dependence varable (lagged indicator of conviction in the prior period), but they
did so within the “intermittency™” portion of their mode] that only included controls for
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observed heterogeneity (through the inclusion of observed variables) rather than
unobserved heterogeneity.®® The intermittency concept atlows for the possibility that
peniods of cominal activity may be interspersed with penods of inactivity, yet that this
inactivity does not signal the end of an individual’s “erinlinal career.” This portion of the
model substantively investigates the factors that predict the probability of being an
“active” offender at a given ape. Nagin and Land specified this component of the model
lo be predicted by age, age squared, a lagged indicator of conviction in the prier period,
and a composite, time-stable measure cailed TOT (that was composed of measures of nsk
taking attitude, parental criminality, a poor parenting indictor, and IQ). The parameter
estimate for the lagged conviction indicator was sigmficant!y and positively reiated to the
probability of being an active offender at a given age. It is interesting to note that the
parameter estimate {1.09) for the lagged conviction indicator was nearly identical to the
parameter estimate that Nagin and Farrington (1992a) found (1.16) in their standard
probit model which did not account for unobserved heterogeneity. The intermittency
component of the Nagin and Land (1993) analyses was important since it explicitly
demenstrated the presence of within-individual vanation in ciminal offending, but the
authors noted that the theorstical importance of the concept of intermmittency was
problematic {see zlso Horney et al. 1995).

Subsequently, however, Homey et al. (1995} preposed an explanation for the
periods of intermittent cffending, The authors connscted the possibility of periods of

activity being interspersed with perteds of inactivity by drawing on the theory of

“ The teehnical zspect of the internuttensy component of their rodz) s that 1t allows thewr semparamelric
mixed Poisson mode! iy be 2eneralized 25 a “zero inflatzd Poisson™ model that allows for more zeroes than
would be expected by the wzodard Posson distribubion d Mullany (988 Lamkert 1992, Zom [9%8).
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Sampson and Laub to argue that the “intermittency” effect could be explained by shor-
term changes in the “local life circumstances.” Adopting a clear “mixed” position, they
note {Homey et al. 1993: 653-6349},

Although a persistent underlying trait like self-control can

influence both an individual’s overall level of offending and

his or her stability of maitiage and employment, that shared

influence does not mean that a relationship between

offending and the life circumstances 1s necessarily spurious.

It i5 still possible that involvement in those social

institutions influences the likelihood of offending during the

time of involvement. The high crime rate of the most

persistent o(fender, rather than indicating a total lack of

inveslment in soclal institutions, mnay instead reflect

alternating periods of criminal activity and inactivity.
Using data on short-term variations in both sociat bonding vanables (such as going to
school, working, living with a wife, donking heavily, using drugs} and short-term
variations of offending behaviors among a sample of incarcerated prisoners, the results of
their hierarchical linear models showed that short-term, within-individual chagges in
offending behavior were strongly refated to changes in the loca! life circumstances of the
affenders, net of controls {or unmeasured hetercgenelity in the propensity to offend. The
men in this sample (600 serious adult offenders) were significantly less likely to be
involved in criminal activity when they were working, were not using drugs or alcohol,
and were living with their wives. This finding is enticely consistent with a “state
dependence” position and ¢learly highlishts that short-term change 1a the offenders
criminal activity is intrinsically related to shori-term improvement (or worsenung) of their

local life circumstances. The implicaticn s that if criminal arrestfconviction Y'worsens”

the iecal life circemstances of offenders through its “negaive effects” on the odds of
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obtaining a job, going to scheol, or living with a wife, then (even after controlling for
eriminal propensity) a strong association between previous and current offending is to be
expected.

A mere recent study by Paternoster et al. (1997) followed the example of Sampson
and Laub {1993) by examining the offending patierns of a sample of high-risk youthful
offenders. Using a sample of §38 young, male offenders released from the training
schoaols of the North Carolina Division of Youth Services in [932-1939, Paternoster et al.
(1997} exainined the yearly amest counts on the otfendets between the date of reicase and
Nevember 1994, when the follow-up period ended. Using the random effects negative
binomial panel model, the results of their analyses are based on 4-f years of arrest counts
{i.e., an unbalanced panel) from the post-release period. The unobserved heterogeneity
was assumed to be distnbuted according to the beta distnbution.

Similar to Nagin and Famington (1992a), Paternoster et al. {1937) present results
from buoth the standard negative binomial model with and without random effects for
unobserved heteroeeneily. A comparison of the fog-likelihoods from the two models was
used to test for the presence of significant persistent unobserved heterogencity in the data,
4nd a comparisan of the results led the authars to conclude that there was a highly
significant level of unobserved heterogeneity present in the data. The link between past
and subseguent criminal activity was ascertained through the parameter estimnate for the
variable indicating whether the individual had becn arrested in the previous year. The
parameter estimate for the “slate dependence™ variable was 0.631 and highly significant
(t-value = £.82) 1n the nezative binomial model that only controlled for heterogenenty
tlhrough the inclusion of obscrved {measured) covanates such as previous juvemle
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adjudications, race, gender, child abuse, family structure variables, and parental
crminality. The parameter estimate was reduced to 0.228 in the random effects model
allowing for both mzasured and unmeasured heterogeneity, indicating a substantial
reduction in the magnitude of this effect (64% reduction in absotute size) after controlling
for persisten! individual differences. However, it should be noted that there was siill a
significant and positive effect even after allowing for persistent individual differences in
the prociivity to offend. Thus, these results also indicate support for the mixed position
that allows for both population heteropeneity and state dependence processes as causes of
criminal offending.

Patemoster et al. (1997) also tested for differential effects of the state dependence
process between the life-course-persistent and the adolescent-limited offenders as
hypothesized by the Moffitt {and by Palterson). Recall that the arguments of Modlitl
{19923, 1997) led te the conclusion that the offending pattemns of the life-course-persistent
group should be deminated by a stalic, population heterogeneity process {that has run its
full course by the end of childhood/beginning of adolescence), whereas the offending
patterms of the adolescent-limited group should be dominated by the state dependence
processes and should be relatively unaffected by vanables representing individual
differences.

Ape at first adjudication was used by Paternoster et al. {1997) as a proxy vanable
representing whether the case is a life-course-persisient (high crinunal propensity) or an
adolescent-limited (low criminal propensity) offender. In a senes of models (14 separate
models (0 be exact}, the authors use different cut-points for the age at which to divide the

sample into the low and high criminal propensity groups and then test for differential
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state dependence effects on the basis of models run on the low and high cnminal
propensity groups separately.’! The authors found age 15 to be a cut-off point that
generated different (arguably minor) state dependence effects between these two groups.
They also found, however, that any estimated differential effects will be highly sensitive
to the age (at [irst adjudication) used to divide the sampie into the two groups. As noted
by Paternoster et al. {1997 261), “this result [the age 15 cut-off point] sinkes us as being
consistent with the predictions offered by developmental theorists, but the lack of
robustness in this result to slight variations in the earty/late onsat sample division scheme
leaves us with some question as to whether the result is artifactual.”™

In a different study using the panel data from the National Youth Survey,
Paternoster and Brame {1997) investigated the relationstip between past and subsequent
criminal activity among a sample of more “conventional” youths than those studied in the
earlier Patemoster et al. (1997) study. This study used the 479 respondents that were age
11 or 12 in the first wave of the WY study and followed them over the next 4 waves of
the study (lo age 15 or 16}, Then Patemoster and Brame estimated random effects probit
and negative binomial maodels on the binary and count vadables, respectively, reflecting
self-reported delinquent activity. The delinquent acts used in constructing the measures
were theft exceeding $5, motor vehicle thefl, aggravated assault, sexual assault, gang
fights, robbery and breaking and entenng (e.g., burglary}. Patemoster and Brame were

interested in the cffects of two state dependence variables: a binary variable indicating

1 specificaily, ey lested whether the differenze in the elfect of the indicator of armest 1o the prior pedod
waos stalistcaiby difieren from rere berszen the bwo wroups,

[
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delinquent behavior in the prior period {(wave) and exposure to delinguent pecrs
(proportion of friends who engage in delinquent acts).

The results of thewr analyses indicated that both prior delinquent activity and
exposure to delingquent peers were positively and significantly related to current criminal
activity, <onirolling for persistent uncbserved heterogeneity, which was found to be
tughly significant, the parameter estimate of the indicator of criminal activity in the pnor
wave was (.36 in the probit model (participation meodel) and 0.284 in the negative
binomial model {frequency model). The estimate from the logit medel was very similar
in magnitude to the estimate of Nagin and Paternoster {1991() in their analysis of the
offending pattemns of another “conventional” sample. Similar to Paternoster et al. (1997),
Patemoster and Brame also test whether separate, distinet models {(as hypothesized in
dMoffilt's theory) are necessary for describing the offending patierns of the life-course-
persistent (early staricr) and adolescent-limited {late starter) offenders.” Afer dividing
the sample into two groups on the basis of their “offending propensity” at age 12,
separate models were estimated on the two groups. The findings of these analyses also

indicate (like the Paternoster et al. study) that there is no strong “statistical evidence that

*% One of the primary differences between the Huee theories examined in this study can be viewed in light
af the complexity of cach theory {Land 1992; Patcrmaoster and Brame 1997, Paternoster etal, 1997), The
general theories of Goufredson and Hirschi and Sampson and [aub assert that there is a single causal
explanation far criminal offending over the life course that applizs to all individua!s in the population.
Gottéredson and Hirschi's theory posits that a single causal pathway, which has run its cotrse by the end of
chtldhood, 15 all that is necessary to explain all of the variation in offending panems {¢.g.. onset, freguency,
desistence). Sampson znd Laub's theory, however, is less parsimonious than the theory of Gettfredsan and
Hirschu breause it posits that the precise predictors ol coiminal behavior vary as a consequence of the
varying sousces of social conirol experienced 2cross the iU course. The typological theory of Motfitt is
the mast complex theory of the three because it relaxes the assumption of a single etiology of crinunal
behavior and posits that there are tweo distinet causai pathways to crime. Patermoster and colleagues
{Paternnsrer et al. 1997 Paternoster and Brame 1997 dofferentiate the three theores on the besis of being a
geacral theory {Gobtfredson and Hirsehi), a dynamic general theory {Sampson and Lauby, 2ed & pure
developmental theory (Moffig.



these dynamic variables [prior offending and delinquent pecrs] exert diflerent effects
within groups of youngsters dpﬁncd on the basis of their offending propensity at ages of
11 or 12 years and followed well into adolescence™ (Patemnoster and Brame 1997 74).
In a recent discuszion and comparison of three different methodological
approaches to studying the relationship between past and subseguent criminal activity,
Bushway et al. (1999} have presented an empincal apphcation cf the three different
statistical approaches (random effects, semiparametric random effects, and fixed effects
models) with the 1958 Philadelphia Birth Cohort data ®* Using the 13,160 males in the
birth cohort and 7 periods of data covering ages 6-26 (sach period covered three “age
years™), Bushway et al. (1999} apply a parametric random eflects probit model, a
semiparametnc random effzcts probit (1ike that used by Nagin and Land), and a
conditional fixed effects logit model to a binary indicator of police contact during each

period.* This was the first presentation and application of the conditional fixed effects
P Pp

model as a potential methodological approach to study the processes of continuity and

change in criminal offending over time. Similar to the previous studies, the state

21 and et al. {1996) also modeled the longitudingl offending patterns of the 19353 Philadelpnia Birlh
Cohont. Land et al. {1996) did inctude a state dependence vasiable (lagged indicator of canviction in Ihe
prigr period) in their speeification, but they did so wahen the “intermittency”™ portion of their medel that
only included controis far ohserved heterogeneity {through the nctusian of observed variables) rather than
unobzerved heterogencity. MNonetheless, the parameter estimate for the state dependence vanable {in the
intermyttency part of their model) was 0.907 and highly signaficant.

* Conceptually, the conditional fixed effects logit moded controls for persistent {time-stable) unobserved
hoterggeneity thraugh the inclusiorn of a separale “intercept™ or constant for each individual, although for
numerical reasons thess i tercepts  are "canditioned” cut of the likelihood funciicn duriag estimation. in
other words, this estimatar makes no assumption about the muxing distribution. However, a significan:
firmutation of the model is that it 8oes not permit the wst of exogonous variables inslading 2ge or mend
variables. As noted by Bushway et 2. {199%), the strony age o7 “tread” effiects associated with eriminal
activity makes this 15 a seraous limitation of this madel (se2 alse Maddala 1987, Hamene and Ronming
1993}
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dependence effect was modeled though the inclusion of a binary vaniable indicating
poelice contact in the prior time pened.

Results from two random effects probit models were presented Dicst. The [irst
model did not control for age (“trend™) effects, and resulted (n a parameter estimate for
the state dependence variable (police contact in prior ime peried) of 1.052, which was
highly significant {t-value = 48.13). The sscond medel, which did control for time trend
effects, produced a numerical estimate of 0.611 {1-value =25.23} for the lagged police
contact variable, indicating that pad of the state dependence effect was partially the result
of general temporal shifls in the probability of police contact, Both of these random
effect models produced highly significant estimates of persistent uncbserved
heterogencily (tho = 0.120 and 0.331 in the [irst and second model, respectively).

Next, semiparametric probit models with bwo {no time trend contrels) and three
(time trend controls) points-of-support were applied to the data. In the model with no
time trend conlrols, the state dependence effect estimate was 1.035 {t-value = 4925},
while in the model with time trend controls the estimate was 0.608 (t-value = 23.72). Itis
interesting to note the nearly identical estimates of the state dependence effects from both
the parametric and semiparametric formulations of the probit model.

The results of the conditionat fixed effects logit model, which specifically limits
the independent vanables in the model to the lagged dependent vaniable only, estimated
the state dependence effect to be 1.591. Afier translating the “logit” coefficient nto
“prohit units” by dividing the estimate by 1.6, the estimate was essentially 1dentical
{0.994) to the estimates [rom the parametric and semiparametric models with no trend

controls.



Discussion and Hypotheses Retated to the Past and Subscquent Crime Relaticnship
There are two clear themes in the past decade of research on the relationship
bebween past and subsequent criminal activity. First, there is unguestionably a significant
amount of population heterogencity in the propensity to commit crimina! acts.
Population heterogencity was found to be significant in the sample of “conventional”
respondents (Paternoster and Brame 1957), samples that over-represent individuals from
an urban area (Bushway et al. 1999) and also in a predominantly working class area
(Wagin and Farrington 1992a; Land and Nagin 1996), as well as in samples consisting of
“high-risk" youthful offenders (Sampson and Laub 1993; Palernoster etal. 1997). Only
onc study (Nagin and Paternoster 1991) failed to uncover a statistically significant
amount of unobserved heterogeneity in their sample. Given the possibility that sampie
selection processes over time (i.e., selectivity ultimately influences who was left in the
sample al Jater waves in a panel) reduced the heterogeneity in this sample, this finding
should be viewed wilh some caution. Despite the findings of significant population
heterogeneity in offending patterns over time, Nagin and Paternoster {2000) note that the
challenging assertions of Gottfredson and Hirschi {1990} are criticat to the licld of
criminology (both theoretically and empirically} because they forced the discipline to
acknowledge the imporiance of early life events, especially those within the famuly, and
te consider how those events may have eaduring consequences for individual behavior

over time.”” The conltroversial and provocative theoretical arguments of Gottfredson and

3 Cohen [1987) has made simalar arguments sbout the thenretical wnpartarce ef the Wiisen and Hermstein
(L585) pepulation heterooensity theory




Hirschi {1990} helped move the theoretical and empirical "lenses” of criminologists away
from being obstinately fixated on the adolescent years.

The second theme stresses the imporlance of state dependence processes 1n the
lives of offenders. All of the studies reviewed here found statistically significant
evidence in supporl of the state dependence position. That 15, controtling for unobserved
heterozeneity in the propensity to offend, previous criminal activity was still positively
and significantly related to the probability Oi.‘ frequency of curmrent offending. Thus,
despite individuzl differences in the propensity to offend, changes in the lives of
offenders have important influences on crirminal activity. Furthermore, these changes are
beyond the explanation of a pure population heterogeneity argument. From the state
dependence peispective, prior involvement in cime exerts a real (causal) effect on
subsequent criminality though ils aitenuating effects on the social bond, and the
constraints it places on future legitimate opportunities (Sampson and Laub 1993}, and /or
its distuptive effects on “local life circumstances” (Homey et al. 1995), “The empirical
evidence indicates that whatever one’s initial risk of crime, things can get better and they
can get worse™ (Nagin and Paternoster 2000; 137). Recail that the state dependence
process is a double-edged sword contributing to both continuity and change in crirminal
offending pattems over time (Nagin and Paternoster 2000). Nagin and Patemoster {2000}
note that the theory of Sampson and Laub has been important to the field of criminclogy
for bringing the relevance of state dependence processes back tnio the view of
criminologists afier a period of time when the trend in criminology was to “push the
causes of crime further back in the life course™ (Grasmick et al. 1993 5). Sampson and
Laub reminded the discipline that events transpiring after adelescence have potentially
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serious and important consequences for maintairing or changing previous behavior
patterns.

{Clearly, however, the summary that besi characterizes the current research to date
is that both processes are operating; that is, the evidence supports the “mixed” model
where state dependence and population heterogeneity processes are necessary 1o explain
both continuity and change in ciiminal behavioral patterns over time. In our judgment,
the best example of the “mixed” position is found in the two studies that compare the
magnitude of the state dependence effects both prior to and afler controlling for
individual differences in the propensity to affend. The studies we speak of were
conducted by Nagin and Farmington 1992a, and Paternoster et al. 1997, In the standard
probit models (without a correcticn for unobserved individual differences), the magnitude
of the estimates are 1.16 and 0.631 for the Nagin and Farmngten {1592a) and Patemoster
et al. (1997) studies, respectively, whereas in the parametne random eflects models, ihe
corresponding parameter estimates are 0,446 and 0.228. Yet, even in the face of a
roughly §3% rcduction in the size of the parameter estimates (afler controlling for
unmeasured individual differences), the state dependence variabies in both studies still
remained positive, stgnificant, and substantively meaningful. Thus, just as the pure state
dependence perspective must concede a significant amount of the link between past and
subsequent criminal behavior is due to persistent (ndividual differences in the proclivity
to offend, the pure population heterogeneity perspective must concede that prior

individual differences cannot explain all of the association between criminal activity at

rwa difterent pomts 1n fime.
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Eecently, though, Brame et 2l. (1999) and Bushway et al. (1999) have raised
some concems about the validity of these important substantive conclusions as possible
artifactuzl flaws in prier research. These potential flaws surround the two main
assumptions of the parametric random effects models regarding: (1) the distribution of
the unchserved heterogeneity (i.e., the mixing distribution) and {2) the initial conditions
assumption.

First, the problem with the assumption conceminy the mixing distribution is that
the correct statistical inferences concerning (dynamic) state dependence vanables require
the mixing distibution to be comectly specified (Bushway et al, 1999). As it stands
currently, there is no agreed upon distribution assumed to correctly capture the
distnnbution of enminal propensity in the population (Land and Nagin 1996), and, further,
the nature of the distribution may be very different in low-risk samples compared to high-
risk samples. It was such uncertainty regarding the actual mixing distnbution in the
ponrulation that led to Heckman and Singer’s (1984} “point-of-suppon™ approximation
{(subsequently generalized by Nagin and Land to mixtures of Poisson models for event
counl data} whereby the continuous distribution, whafever its shape, is approximated by a
discrete, multinemial distribution. The failure to correctly specify the unobserved
heterogeneity distnbution may resuit in both biased estimates and/or inDated significance
tests (Bushway et al. 1999; Heckman and Singer 1584; Land et al. 1994). For exampte,
simulations by Bushway et al. (1999} showed that when the actual distribution of
unobserved heterogeneity becomes more skewed relative to the assumed normal

distribution, the bias in the state dependence parameters becomes targer, thereby unjustiy

favoring the state dependence explanation.



Second, the initial conditions assumption requires that the behavioral process
wnder study {e.g., ciminal offending here) be observed at the initial starl of the process
{Hsiac 1986). Under this assumption, the lagged value will be zero for a/f cases dunng
the first period under study (precisely because the process has not started). This condition
ensures the lack of correlation between the lagged value in the first penod and the time-
stable (individual-specific) component of the error term in the model. Hsiao {195€)
shows that it 15 this initial conditions process that allows the error term to fully
incorporate heterogeneity i1 individual differences, and if one can meet this assumption,
then the cffect of the lagged value on the current value will be consistent even if the
lagged outcome value in subsequent periods 15 comrelated with the persistent unobserved
heterogeneity (Brame et al. 1999).

As shown by Heckoman (1981a) and Hsiao (1986}, the main problem with
violating the initial conditions assumption is that the parameter estimale for the lagged
values of the outcome variable will be upwardly biased (1.e., favoning the state
dependence perspective). The simulations of Brame et al. (1999} provide further
evidence that a failure to meet the initial conditions assumption upwardly biases the
estimate of the lagged value (i.e, the state dependence cffect). As Brame et al. (1599:
£12) note, “the failure to observe utial conditions grarantess that the parameter
estimates flom the random-effects mode? will be biased and inconsistent.” The upwardly
biased estimate is a direct consequence of the confounding of prior offending with the
unobserved heterogeneity, whereby the parameter estimate for the lagged value absorbs

some of the variation that shou!d be rightly attributed to the time-invariant {(individual-



specific) component of the error term that represents population heterogeneity (Heckman
1981a).

Brame et al. {1999) reanalyzed the data from the Paternoster and Brame (19%7)
study to see if the violation of the imitial conditions in that data led to any erronecus
conclusions regarding the impact of the state dependence vaciables. Using Heckman's
{1981a) approximation methed developed to correct violations of the initial conditions
assumption, they found a further reduction in the importance of the state dependence
variables {lessening the impact of the delinquent peer exposure vanable and a complete
reduction to nensignificance of the prior offending variable) afler correcting for
violations of the inttial conditigns. The authors’ concluded that, “reported coefficient
estimates for dynamic factors could be biased because of prablems with initial
conditions” (Brame et al, 1999: §36).

As aresult of such analyses, a general doubt lingers in the field about the

i

robustness and validity of the {indings of previous studies: *._.in the absence of clear
knowledge aboul fidelity to model assumptions, researchers should adopt a healthy
amount of skepticism in their observed findings™ (INagin and Paternoster 2000: 140).
Supporling this notion {in a critical essay on the superfluous treatment of the assumptions
of statistical models), Maltz {1994} has persuasively warned that criminologists must
acvote more attention to checking the assumptions of the statistical mudels they apply 1o
crime data or risk possibly generating publishable yet erroneous/invaiid results. Consider
the two following points regarding the seven primary studies reviewed above. First, five

of the studies we reviewed carlier relied entirely on the parametric random effects model

and made ao attempt (for obvious reasons of both cata and software hinutations) to check



the robustness of their findings to the assumed distnbution of the unobserved
heterogeneity. The two notable exceptions that take advantage of the semiparametric
formulation of the random effects model are the studies of Land and Nagin (1996) and
Bushway et al. (1999}, While the Nagin and Farington (1992a) study did make use of
the same data set a5 did Land and Nagin (1996}, the state dependence vaniable relating
past to current participation in cnminal activity was specilied differently in the two
studies. The results of the analyses by Bushway et al. {1999) yielded virtually 1dentical
numertcal and substantive results in both the parametric and semiparametric formutations
of the statistical models. To date then, the only study that has calculated the state
dependence effect (with the same data and the same exact model speeification) with both
the parametric and semiparametric random effects models yielded identical results in
both models. As Bushway et al. {1999 53} state, however, “since there is no reason to
believe, a priori, that the results of our substantive analyses are generalizable beyond the
specific data set that we used, we think that multiple-methed strategies for investigaling
questions such as the one addressed here. . are necessary.” Thus, the degree to which the
assumptions of the statistical models yield any substantive differences in the caonclusions
requires testing with other data sets such as those to be used in this study.

Second, only two of the six studies that employ the parametne random effects
modet use dala that unquestionably do not violate the initial conditions assumption.
These are the studies of Nagin and Farrington 1992a and Bushway et al. [999. In the
other four studics, the offending process had already been iritiated at the pont in time

each study began their panel, and thus there 15 a possibility that the estimates of the



variables representing the association between past and subsequent criminal activity were
upwardly biased.

Indeed, the two studies using samiples oi high-risk respondents (Sampson and
Laub 1993; Patemoster et al. 1997} have relied entirely on the parametric random effects
mode! and began their panel studies at a point 1n time when all of the respondents had
already begun thetr cnminal offending. Given the lindings of Brame et al. {1999) and
Bushway et al, (1999) regarding the consequences of violating these two assumptions, the
presence and magnitude of the state dependence effects pbtained in these two studies are
currently guestionable. This point is fundamentally eritical because Wagin and Farmington
{19924), Patemoster and Brame (1997), and Nagin and Patemoster {20007 have all
hypothesized that the importance of state dependence variables may depend on the nature
of the sample employed in one’s study. This assertion 15 based on the fact that studies
showing stronger suppart for the state dependence perspective tend to employ low-nsk
samples {and sclf—répm’l data), whereas studies showing stronger suppon for the
population heterogeneity perspective tend to employ higher risk samples and use official
data such arrest or conviction data.”® Paternoster and Brame (1997) speculated that such
findings are consistent with the theoretical propositions of Meffitt's (1993} dual
taxonomy theory because samples consisting of higher risk cases should contain a larger
nercentase of life-course-persistent offenders (who's behavior is governed by static

nrocesses), whereas adolescent-limited offenders {who's behavior is governed by

 Asain it s unpertant so bear in muad that while aearly all studies find evideree e suppart of ooth
positions: 1 is the deygres af suppeodt furvach positon hial Hhis 2see concerns,
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dynamic processes) should constitute the majority of the respondents in low-risk samples
{sec aiso Cemkovich and Giordano 2001).

In sum, there currentty 15 some ambiguity regarding the state of the extant
empircal evidence regarding the relationship between past and subsequent eriminal
activity, especially with respect to how robust the findings are to assumptions of the
statistical models employed and how impartant state dependence processes are in the
population of high-risk ofTenders. We concur with Nagin and Paternoster (2000: 131)
that “only by examining the sensitivity or robustness of research findings with different
statistical models and different data can the ficid hape to come to an understanding about
the tenabiiity of population heterogeneity and state dependence.” Cemkovich and
Giordano (2001} also have recently coimmented that there simply is “scant evidance™
recarding the empirical imporiance of these two explanations (state dependence and
population heterogeneity) for continuity and discontinuity of cnminal offending pattems
across the life course, especially in both the serous offender population and in data sets
that include ages beyond adolescence.

In direct response to these catls for further investigations of this key theoretical
issue, our study will test the following four hypotheses concerning the relationship

between past and subsequent criminal offending behaviorn

Hs: There will be a statistically significant positive association between past and

subsequent offending behavior.
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Hg: After controlling for persistent individual differences in criminal propensity,
the association between past and subsequent offending will be reduced to a

nonsignificant level.

Hy: Afier controlling for persistent individual differences in criminal propensity,
the association berween past and subsequent offending behavior will be reduced

in magnitude but will still be positive and statistically significant.

Hy: The association between past and subsequent offending behavior will be
nonsignificant for the life-course-persistent (high enminal propensity) group(s),

while the clfect should be substantial and significant for the “adolescent-peaked”

group.

The key hypotheses for the three theonies discussed in this study are Hg, Hy, and Hg.
Evidence supporing Hg would lend credence to the theory of Gottfredson and Hirschi,
evidence supporting H; would be consistent with the predictions of Sampson and Laub’s
theory and evidence supporting Hg would appear to validate Moflitts theory.

Results concerning these four hypotheses are presented in Chapter 8 of this study.
Here we will draw and build on the multi-method approach of Bushway et al. {1999) to
test Hgand Hi. More specifically, we will use both the parametric negative binomial
random effects mode] and the semiparametric mixed Poisson model of Ivagin and Lard.
1n addition, we witl also employ standard negative binomial models with a sel of binary
variables that indicate latent class membershup {from the Jatent class results presented 10
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Chapter 7) to more dehinitively test the robustness of the presence {(or absence) of state
dependence eflects in a longitudinal panel analysis of the offending pattems for three
samples of California Youth Authonty parolees.

To test the last hypothesis, Hg, separate models will be estimated on offenders
assiened to a given latent class. It should be noted that Hg is a conditional hypothesis that
reguires the identification of an “adolescent peaked” proup in the data sets. To date, tests
concerning Hy have been accomplished afler dividing tle samples into e groups on
more arbitrary grounds {e.g., age of onset) rather than caiculanng ihe effects within a
group shown to actuatly offend in an adolescent-limited fashion. Before concluding the
present chapler and maoving on to Chapter 4, we discuss the potential contributions this

study can make 1o the discipline of cnminclogy.

CONTRIBUTIONS TO THE DISCIPLINE

The proposed research conducted herein witl attempt to make several
contributions to the discipling of ciiminology. These contributions include a general
accretion of knowladge to the study of the continuity and discontinutty of criminal
offending patterns over the life course of serious youthful offenders, as well as specific
contributions that advance our current knowledge conceming both the relationships
between age and crime and between past and subsequent criminal activity. A major
contribution of this study centers on \he nature of the samples employed in the analyses,
the fact that three separate samples from different time periods are employed in the
analyses, the length of time over which the subjects in the samples are followed, and the

relatively farge sampie sizes are unique to this stuay,
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Broadly speaking, the analyses 1o be presented should fitl a void in the literatare
concerning crime over the life course and represent a foundational attempt at examining
the long-teun patterns of criminal offending among the most serious youthful oflenders
i the population. There are byve primary reasons why we believe this to be so. First, the
three samples analyzed here are relatively large, representative samples of youthful
offenders who commit the most serious crimes at a disproportionately high rate.”’ This
highly publicized group has to date been largely unavailable to social scientists (see €.2.,
Cembkovich, Giordano, and Pugh 1985; Cemkovich and Giordano 2001; Laub and
Sampson 2001), and therefore a detailed empirical analysis of their longitudinal criminal
offending patterns will provide social scientists and palicy makers with a more accurate
charactenzation and deeper understanding of the longitudinal patterns of eriminal activity
across the hfe course of this sclect group of offenders.

To date, much of our knowledge conceming the serious, persistent young
offender has been denived through analyses of the most [requent offenders (usually
referred to as the chronic affenders) in birth cohort studies such as the 1945 and 1953
Philadelphia birth cohorts and with general population samples. The major finding of
these Philadelphia birth cohort studies was that about roughly six to seven percent of the
individuals int the cohorts were responstble for more than half of all of the officially
recorded police contacts reporied for the cohort {see e.g., Tracy ¢t al. 1985, Wolfgang et
al. 1972). Wolfgang and his colleasues report in the 1972 study that these young

“chronic criminals” were responsible for committing 63% of all known Index crimes

*"The bulk of the analyses in this study invelve the longituding] offeading paterns of 4 866 sample
suljecis {n = 1959 in the 1931-82 samgle. o = 1493 inthe 1936-87 sample. and n= 143490 5he 199192
samipke)
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committed by the birth cohort members {(as measured through police ¢onlacts)--including
82% of all robberies, 73% of all rapes, 69% of all aggravated assaults, and 71% of the
murders.**

However, several re-analyses of the 1945 binh cohort data question exactly how
chronic or serious most of the chronic offenders in these types of samples {e.g., thrth
cohont studies or national probability samples) really are. For example, analyses by
Bernard and Ritti (1991) indicated that only 33% of all police contacts in the Philadelphia
birth cohont ever resulted in an actial formal arrest and that 2n astounding 31% of the 627
“chronic” offenders (those with five or more police contacts) were either never arrested
{n = 48) or arrested only one time {p = 145} in their entire juvenile cnminal career,
Similarly, analyses by Weitckamy et al. (1995) siiowed that 73% of the aggravated
assaults were committed by 32 of the 627 chronic offenders and 71% of the homicides
were comumitied by only 10 of the chronie offenders. Studies of cnminal offending that
emplay the use of general population samples generally contain too few serious youthful
offenders (because of their low base-rate in the pepulation) to aliow for reliable
descriptions and investigations of their offending behaviors over time (see e.g.,
Cemkovich, Giordano, and Pugh 1985, Loeber and Farrington 1998). For comparative

purposes, it has been estimated that enly 1 out of every 1000 police contacts will result in

It was findings such as Lhese that initally aroused imderest in the gpplicarion of seloctive incapacitation
policies. The public policy implications of these birth cohort studics appear 1elatively siraight forward 1o
some criminglagists and politicians: ifthe cliroric offendess can be idennfied and segrepated from the non-
institutionalized population, then the rate of serious erime 1n 4 society could be reduged substantially (see,
for example, Blurnstein st al |96}, OF course, selective ncapacitaton palicies only work properls 1f the
high-rate offenders commit crimes at a refatively constans, stable tate acrass age (Gottfredson and Hirschi
1986; Haapanen 1990; Ezell and Cohen 1957,
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a single case being committed to the Califorma Youth Authonity (Legislative Analysts
Office 19950,

Second, the length of time the cases in the three samples are longitudinally
tracked allows for ngorous testing of the extent and nature of the pattemns of continuity
among this population, Standard (between-individual) empirical assessments of
continuity in offending behavior often use cross-sectional data and/or shori-term panel
data that preciude most studies from addressing the main questions investipated in this
study {as they require extensive longitudinal data):

Most ciminological research consists of cross-sectional
“snap-shots” or shorl-term panel studies of crime over
the full life span. As a consequence, relatively little is
known about desistence and, for that matter, the
processes of persistent criminal behavior through the life
course. Indeed, the characteristics that distinguish
persistence in a life of crime from desistence within any

group of high-risk offenders are generally unknown
{Laub and Sampson 2001 13.

This study will addresses this limitation in the &Jr'npirical literature by following three
samples of offenders from the date of their first arrest until Tune 30, 2000

Laub and Sampson (2001) also point out that our knowledge of the long-term
offending palterns among senous offenders has been hampered not only by a lack of
studtes that longitudinally follow this group for extended periods of time, but also
because of the disjunction between the juvenile and adult record systems., Crame data

ofien sullers from the diviston of juveniie and aduft criminal record-keeping systems,

meaning 2 dearih of data bridging the juventle and adult years and that many datasets are

** For the three release samples combined, the zazliest year of birk was 1956 and the latest was 1978 The
25" percentile for the year of birth was 1943, the median was (967, and the 75 peicentite was 1971
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often blind to criminal activity on the other side of the juvenile-adult age boundary
{Blumstein et al. 1986; Cemkovich and Giordano 2001; Laub and Sampson 2001}, The
research undertaken in this study is unigue becavse it entails following three samples of
youthful offenders from the date of their initial arrest, through the year(s) they were
incarcerated in the Califormia Youth Authonty, and then inte adelthood, and well into
adulthood far some of them {age 43 was the oldest age). The [irst sample was released in
fiscal year 1981-82 and followed-up into their late 30s to early 40s (depending on age at
time of release from the CYA). The second sample was released in fiscal ycar 1986-87
and followed into their early to mid 30s. Finally, the third sample was released in fiscal
year 1991-92 and followed into their mid to late 20s.*" We believe that these data sets
comprise the most comprehensive set of longitudinal data on the senous youthful
offender population that have yet been gathered. The length of the foliow-up peniod and
the sophistication of the statistical rnodels used in this study allows for a rigorous
examination of criminal offending pattems over the life course for these three data sets..
The empirical fact is that we currently know very [ittle about the offending
pattems of very serious youthful offenders; we simply lack evidence regarding
fundamental questions conﬁéming the criminal offending patterns these offenders. Ina
recent book surveying the current state of empirical knowiedge on serious and violent
juvenile offenders, the editors concluded with a section entitled, *Developing a Research
Agenda™ Here, they noted that there are currently many “gaps” in the knowledge

concerning the nature and development of the longitudinal criminal offending patterns of

T For the 1951-82, 1956-97. and 199192 samples, e averace azes ot the ead of follow-up period {June
002000 were 37,32, and 27, respectively.
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senious and vielent juvenile offenders, including the validity of offender typologies (e.g.,
itfe-course-persistent and adolescent-himited offenders) in this population, the nature and
extent of the adult criminal oftending patterns and adult life expertences of this group of
offenders, and which covarniates predict a continued persistence in offending within this
group of offenders (Loeber and Famngton 1998). Simtlarly, Laub and Sampson (2001:
10} call for a theoretical and empirical focus op the patterns of conrlinuily (persistence)
and discontinuity {desistence) among samples of persistent und sertous offenders, noting
that “criminclogists should not spend much time or energy studyutg termination and
desistence for low-rate offenders” because such offending is normative during
adolescence. The analyses completed in this study hence should provide needed
gvidence concerning the nature and extent of cnminal offending across the life courses of
the most senous yeuthful offenders.

Qurreview of the studics focusing on the relationship between age and cnme as
exhibited through the age-crime trajectories of discrete offender groups has indicated that
there are several limitations with these analyses to date. The research presented in this
study can contribute to the extant literature on this topic by addressing several of these
current himitations. As noted above, previous empincal studies have often employed the
use of data sets covering limited segments of the age distribution that preclude the
formation of conclustons regarding the age-crime curve over the earlier or later ages.
Rescarchers gencrally have only had access to a single sample which preclades
addressing how stable or instable the various latent classes are across time. Finally,

analyses of the age-crime curve within the population of very sertous youthful oflenders



have been extremely rare, especially over an extended portion of the age distnbution and
with contemporary samples.

In sum, we currentty have very limited information conceming the actual shape of
the aggrepate age-crime curve within the serious offerder population, on what “latent
classes™ of offenders are present i such a popuiation, and if the identified latent classes
are resilient across tune. As Cemikovich and Giocdanao (2001 405-406) note,

if we accept the premise that there is a stnall group of

offenders who de not begin and age out of crime in the

same [ashion as most offenders, then it is important that

researchers examine in detail the extent to which the

stability-change paradex i1s a function of the existence of

twao distinct population of offenders. . however this issue

has itot been systematically examined, in pan hecauase

of the relatively scant (though increasing}) research

focusing on serious chronic offenders.. .1t 1s essential

that the research agenda be expanded to include an even

greater focus on this group and. . that it include

attention to patterns of antisocial activity prior to and

beyond the adolescent years.
Furthermore, even though there is a group of offenders who have been semantically
labeled *life-course-persistent,” to date there is no convincing empirical evidence to
prove that this group of offendcrs exists 1o sufficient numbers deserving of such a
demonstrative label. A key question yet to be answered is: how persistent are the life-
course-persistent offendears? Due to the highty selective rature of who gets committed to
the California Youth Authority, samples of offenders released from the CYA have a

unigue potential to address this question. The data we describe in Chapter 6 aim to

addresses these specific limitations by applying Nagin and Land’s finite mixture model to



the three large samples of senous youthful offenders that are followed for an extensive
penod of time.

Our review of the prier studies of the relationship between past and subsequent
criminal activity also made it clear that there is a critical need for the continued
examination of this topic. As indicated abowve, previous studies have consistently found
evidence in suppor of the mixed position; however, questions remain regarding the
awthenticity of the state dependence effects uncovered in the prior research, especially
within high-risk samples, due to the possible methodological consequences of vielating
the assumptions of the parametric random effects models. The results to be presented in
Chapter 8 of tiis study should contribute to the extant literature on this topic by
examining the relationship between past and subsequent criminal offending.

Before getting to the methods and the data analysis chapters in this study,
however, our attention in the next chapter is first focused on the California Youth

Authonty, the institution from which our samples have been released on parols.
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CHAFTER 4

THE CALIFORNIA YOUTH AUTHORITY

INTRODUCTION

To successtully arpue that these data represent California’s most serious youthful
offenders, readers must first undersiand the CYA's role in the state's judicial system and
how oftenders end gp as “wards” of their institutions. Below we describe the mission
and policies of the CYA, California’s state agency responsible for housing, controtling,
and rehabilitating the worst 5% of the youthful offenders in the state. Much of our
description of the CY A focuses on the penod between 1981-1992, the penod most

relevant for our offender samples.

THE CALIFORNIA YOUTH AUTHORITY

Historically, a disproportionate share of the attention of California's legal system
has been directed at the affairs of its youthful offender population. For example, in 1952
about half of all persons arrested for crimes in the state were between the ages of 11 and
24, even though this age group consisted of ontly about 20% of the state’s population
{Legislative Analysts Office, 1994; 25). Between 1981 and 1992 (the peniod in which our
sample members were released on parcle}, Caliloria’s juvenile justice system would
incarcerate a higher percentage of its youth for longer penicds of time than any
comparehle slale in the naticn. Thus, at & time when many states were reducing their use
of institutionalization, raies of incarceration for juverniles in California would be about
rwice that of the national average. Krisberg (1987), for example, reports trat in 1383,
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Califonia's incarceration rate of youths ages 10-17 was 430 per 100,000 persons,
compared te {25 in Texas, 126 in [llinois, 170 in Michigan and 230 in Ohio.

In California, adjudicated serious and repetitive youthful offenders are generally
referred to the California Youth Authodty (CYA). As we will see below, cnilics have |
charged that the state's deciston to invest in large, isolated, and costly high-security
facilities would produce an overcrowded system that offered expensive treatment that
appeared to be of minimum valus in rehabilitating wards. These same critics would argue
that this cime control strategy failed to achieve its stated goal of securing the long-term
protection of public safety for the residents of the state {see DeMuro et al. 1983).
Defenders of the Youth Authorities' strategy for contrelling youthful crime would, on the
other hand, counter these criticisms with the argument that such high-secunty facilities
were necessary because of the high propensity for violence among the volatile young
men and women in its institutions (CY A, 1988). They argued further that the willingness
of inmates to inflict harm on one another was learned on the streets and continued in the
institutions. This behavior necessitated secure facilities, CY A supporters would therefore
argue that the Youth Autherity housed a dangerous population and this fact existed
without regard to its erowded conditions. Below we briefly trace the history of some of
the polictes and programs at the Youth Authority and supply the reader with some
necessary backeround on its development from its (nception in 1941 through 1992, the

last year of our sample period.



The Youth Authority's Origin
A separate juveniie justice system to deal with California’s youthful offender

popwation was first established in 1903, Until 1941, however, this system was largely a
diffuse, county-by-county operation Ihat lacked both integration and consistency. The
California Youth Authority was initially established by the California Legislature afler
lawmakers became disenchanted with certain controversial activities reported to have
occurred af the state's three existing juvenile correctional schools, Responding to a series
of well-publicized escapes, reported scandals, suicides, and allegations of several foims
of abusive treatment al these facilities, CY A legislation was officially signed into law by
Govemnor Culbert Olson on July 2, 1941 and became effective as of September 13th of
the same year. The Youth Aunthority was specifically established to serve as 2 sentencing
alternative for young adult eriminals and as a dispositional alternative for juveniles who
had committed both criminal and status offenses. A main objective of this [egislation was
to produce a state-driven, integrated system whose major goal was the prevention of
futtre illegal activities by youths that had come to the attention of the courts. For
example, the statulory statement that perhaps best reflects the original intent of the
legislation establishing the Youth Authonty reads as follows:

The mission of the Youth Authority is to protect the public

from criminal activity by providing educalion, training, and

treatment services for youthful offenders committed by the

courts, assisting local jusiice agencies with their eftorts to

control crime and delinguency, and encouraging the

development of siate and Iocal programs to prevent cnme

and delingtiency {State of Califomnia, 194 1:ch. 937).
The model that the legislators chose to follow was adapted from reconunendations

proposed in @ report izsued by The Amencar Lew Insutute CALI) in 1940, In tins report
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the ALI recommended the creation of a separate Youth Correction Authority in each of

the United States.

The American Law Institute’s Model Act

The American Law [nstitute became interested in redesigning the administraiion
of criminal justice for the nation's youth in 1938 after concern was ratsed by its members
over & long series of schalarly and media investigative repors that detailed the failings of
the nation's juvenile justice system. Such reports had already made reform af the
country's juvenile justice system a major theme among many ¢ivic and political interest
groups worried about the health and welfare of the nation's young law violalors. After
conducting a survey of the nation's juvenile justice systemn in 1933, the ALI found this
system to be "uncoordinated, inefficient, and ineffective.” The ALI's national survey
indicated that the juvenile justice system was conceived mainly for the purposes of
punishment and not for rehabilitation, and that the quest for fustice for young Americans
was thus being severely thwarted, The institute soon organized a panel consisting of
experts from various academic and professional fields to study the problem, and to
formulaie recommendations for an improved system of justice for troubled youths.

Thus in 193§, the Executive Committes of the ALI charged 15 panel with the task
of developing a Modet Act 1o improve the treatment of the country's juveniles who had
been adjudicated for illegal offenses. After an exiensive investigation, the panel’s final
draft was subimitied to, and adosted by, the ALT in 1940 It was released to the public the
same yenr under the titie of the "Youth Awthority Correction Act.” This Model Act was

lo represent @ guideling for states 1o follow. It provided ler ke authonty Lo set up and
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operate new institutions to deal with problem youth. The Model Act specifically called
for the creation of a "Youth Correction Authonty” in each state composed of three
persons who were to oversee the emploviment ef educators, psychiatrists, physicians, and
social seientists, ete., who wauld assist the state in achieving the goal of providing for the
correction and rekabilitation of vouthful offenders. In effect, the Mode] Act called for the
removal of all power from judges to determine the type and leagth of treatiment to be
accorded adjudicated youthful offenders. The only exceptions ta this rule would be cases
where the judgze imposed a sentence of death, life imprisonment, or merely impesed a
fine. The judge would, in the vast majority of all cases then, be limited to cormmitting the
vouth ta an indeterminate sentence at the Youth Authority.

The Model Act specified that all adjudicated youth who were not given a death
sentence, life imprisonment, ot a simpie fine were to be bound ever to the Youth
Authority of each state for a through diagnostic evaluation. [t would be the duty of the
Youth Awthority to give careful examinations to these who had been: committed in order
to detennine the best treatment available to fit their individualized needs. It would also be
the duty of the Youth Authority to see that such treatment and contral were maintamed
until it was safe to returm the youth back to the community. The Youth Autherity, when
prescribing lreatment, would be permitted to utilize any existing public institution and
agency within the state that they perceived to have the means te treat the youlh's
ciagnosed condition. Thus, the Youth Authority could commit a youth to any stale
refurmatory, parole or probation agercy, ele., however, the agency would net be
permitted to interfere with the operation of treatment given in these facilities. The Model
Act alsa gave the Youwh Adthosity the power o remove any youths from such facilities (f
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it believed these persons were not getting proper beneficial treatment. The Youth
Authority would alsc be permilted to make use of any available private institutions or
agencies or services within the state that it deemed suitable to best treat the youth's
specific problems, if these facilities consented to such an amrangement.

The Model Act specified further that the Youth Autherity, within economic
limits, should be given the power to request appropriations from the state to create
additional facilities if there were none available in the state in order to properly and
adequately treat youths with specific types of problems. The key element of the Model
Act then was to create a system that would aliow for the approprate diagnosis of cach
individual's needs, one that would have the flexibility to properly treat each individual
offender after a clinical diagnosis was made.

The AL! emphasized in the preface of its final report that "not until the theory of
the punitive system is discarded in favor of a corrective and preventive pian will
repetitious crime be effectively checked {1940: x11)." In effect, the ALI's response to the
problem of the existing punitive juvenile justice system was to advocate he creation of a
single central adminislrative agency within each state with jurisdiction over all post-
conviction procedures. The main goal of this agency would be to protect society through
rehabilitation, not punishment. To accomplish such a purpose, the ALI model mandated
change from an orientation to punish toward one that stressed the "rehabilitative ideal.”
The ALI report arzued that this change could be best accomphished through the
application of organizational theory and the social science research (o the youth cnime

problem (Bolen, 1972}, Thus the ALI was unique for the time period when advocaiing
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the application of an orzganizational approach to selve the problems of youthful offenders
in sociely.

In sum, the structure of the centralized agency recommended by the ALl was to
have great Nexibility to deal scientifically and intelligently with problem youth. Such
youihs were to be subjected to scientific diagnostic procedures that would determine their
individual rehabilitative needs. Once the determination of their specific individual needs
was made, the youth was to be refarred to whatever existing service or facilily in the state
the Youth Authonty considered most likely io benefit that person. Thus, in its final
repori, the ALI called for the establishment of a statewide organization thal would
promole delerrence through rehabilitation, This promise of rehabilitation was most tikely
to be obtained through the use of principles from organizational theory such as rationality
and efficiency that could be effectively utilized to prescribe individualized beneficial
treatment.

The ALl released its final report at the precise time that the California legislature
was searching for a model that would quiet the controversy created by the
aforementioned incidents at the state's three juvenile correctional schools. While
California’s Model Act followed closely the major principles outlined in the ALI's Model
Act, there were some significant differences between the two maodels. First, California’s
Model Act increased the age over which the Youth Authority was to have jurisdiction
over wards from 21 to 23 years, and the maxmum age over which the stale was to
maintain conteol was increased from age 21 to 25. Also, while the ALI's Model Act dealt
specifically with convicted offenders, Califernia’s Medel Act authorized the Youth
Anthority w work towards delinquency prevention as well as rebabilitation Finally, taz
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California Model Act attempted to hrrut political influence in the selection of members of
the Youth Authority Boatd. It called for board appointments to be made by the Govemer,
but such appeintments could be made only from a list of qualified persons to be selected
by an independent advisory panel, The final selection of candidates from the list would
then be ratified by the state legislature.

By establishing its Youth Authority in 1941, Califoria would became the first
state to officialty endorse the American Law Institute's proposal for a central authorty as
the means to best coordinate and achieve the rehabilitative ideal through mechanisms
informed by an administrative theory of carrections (Boler, 1972: 3). As a result of this
legislative initiative and the policy adaptations that were ta follow, the state's Youth
Authority quickly established a reputation for its progressive and innovative treatment
programs that would soon mark it as a medel te be admired and imitated by many other
states. In the 1950s, 1960s, and early 1970s, the California Youth Authonty pioneered
the development of several experimental programs to test ideas that were central to the
rehabilitative ideal. For example, the CY A established innovative community treatment
projects, diversion programs, probation subsidy services, and youth scrvices burcaus
designed to prevent crime and delinquency. Such programs often recetved widespread
attention and high praise [rom delinquency experts and court officials from other
jurisdictions around the county, and such programs were frequently copied by other
states.

The CY A maintained its reputation as a progressive and tnnovative treatment
system throughout most of the 1970's. By the early 1980's, however, the CYA's client

population and its decision-making processes appear o have changed stgmficantly so
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that it would begin to garner a reputation as the "placernent of last resort,” for the worst
of the youthful offenders in the nations most populated state {Little Hoover Commission,
1954},

During the 1980s, the Youth Authority would become a depository, largely
populated by what is considered to be “the most serious 5% of the state's youthiful
offender poputation” (Skonovd and Haapamen, 1998). The CYA would now house a
larger pottion of the older, more criminzlly sophisticated offenders relative to the
population that had inhabited its facilities during the first three decades of ils operation.
Rather than a "model” to be admired around ihe country. the CY A, in the post-1980 era,
would find itself under severe criticism because of avererowding and budgetary cutbacks.
Critics would claim that such conditions severely hinder the CY A's mission to train,
educate and treat wards and al! but eliminate its involvement in crime prevention
activitics (see, for example, Lemer, 1982, 1986, 1991, Little Hoover Commission, 1994).
Below we provide a brief cluonicle of wha! we regard to have been the most significant
legistative and policy changes that were to transform the CY A from its idealistic
inception In 1941, through the serious dilemmas it faced in our sample period {1981 and

1992), and continues to face today.

A Short History of Major CYA Policy and Legisiative Changes from 1941-1992
From its beginzing in 1941 until the late 1970's, the basic criteria [or admiss » te

the CY A was whether or net the juvenils or vouryg adult was deemed to be one who

couid "materiaily benefit" from the education, treatment, and training services provided

b one of its facilities. Length of commstment 1o CY A institutions was to be limited only

A
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by the age of the offender {by law junsdiction ended at age 21 for juvenile count referrals,
23 for adult misdemeanants, and 25 for adult felons).

All individuais whe were admitted for treatment o the CY A were o have their
cases reviewed by the Youthful Cffender Parcle Board (Y OPB) that in 1941, consisted of
thres members appointed by the Governor. In 1966, membership in the YOPB was
expanded to eight persons. Until 1980, the YOPB was part of the Depariment of the
Youth Authority, but legislation was passed that year creating & separate YOPB, one that
was independent of the CYA. This legislation alse reduced the size of the Board to seven
members, with one of its members assuming the role as chairman (State of California,
1993: 2). For the period under study here (1931-92), the YOPB was charged with the
formal responsibility of making administrative decisions for all inmates committed to
CY A facilities. Among the decisions for which the YOPB assumed overall responsibility
were those that dealt with determining the length of each ward's sentence, the retum to
court of commitment for re-disposition, the specifications of the conditions of parole, the
recommendations for the types of treatment programs to be administered to CY A wards,
the determination of time until the ward's next Board appearance, and the retumn of non-
resident persons to the jurisdictions of their state of legal residence.

From the 1940's until the 1970's then, young adults and juveniles were all eligible
for treatment in the CY A, Beginning in the 1970's, however, case law and legislation
were to lead to a number of changes in the eligibility requirements for CY A admission.
First, by statute, status offenders were prohibited from CYA commitment, having been
declared in 1974 10" no longer matenially penefit from the care and custady ol secure
treatment ic CYA facilities” (Cal. Welll & Inst. Cods: 731}, Second, and aiso by statute
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{1974), juveniles and younyg adults charged with the same offenses as incarcerated aduits
could ne longer be confined for longer periods of time than that established by statutory
limits for their adult counterpanis who were serving time in staie prisons {Cal. Welf. &
Inst. Code: 1766 In addition, statutory eriteria for remanding 16 and 17 year-olds to
court for trial as adults were to be relaxed in specific serious cases, thus placing the
burden ou the juvenile offender to demonstrate that he or she deserved to be treated as a
juvenile, and not as an adult offender (Cal. Welf. & Inst. Code: 707). Any juvenile
waived to the aduit criminal coun for trial, however, must have first undergone a CYA
Amenability Hearing before they could be bound over to the adult crimina! courts for trial
{ Cal. Well. & Inst. Code: 707.2). As a result of casc law, in 1974, the criminal courts
were 10 be bound by the CYA's determination of amenability, unless these courts could
produce substantial countervailing reasons to overtum the CYA's amenability decision on
such matiers. At the same time, the maximum age of jurisdiction for persons committed
to the CYA from juvenile courts for specific serious crimes that were perpetrated at age
16 or 17 wus extended by statute from age 21 to age 23. To be more specific regarding
this change, there were now threc categories of wards that were incarcerated in CY A
facilities. First, there were those juveniles who were referred to the CY A from the
juvenile couris. These individuals had to be relzased from the CY A by age 21 or 25,
dependinz on the type of crime(s) for which they were adjudicated. Second, there were
those offenders who had been committed to the CY A by the adult eruminal courts, These
persons had to be released from the CYA by age 25 (or age 23 if they had been referred
for a misdemeanor), although sentence snhancements were possible for disciplinary

indractions that cocvired at OY A institutions, or for parele vialatiors. Taird, there were



those individuals whe had been sentenced in adult erniminal courts to state prison tenmns,

but who were court-ordered to be housed at the CY A. These individuals were to be kept
at the CY A until they tumed age 25, at which time they were either to be released from

custody or transferred to stale prisons.

Legislative changes continued in the 1980's. In 1980, for instance, the maximurm
age of junisdiction over those referred to the CY A from the juvenile courts for specific
seriolts crimes was raised from the age of 23 to 25, and the provisc that such oiienses nad
to be committed at age 16 or 17 was dropped from the statute (Cal. Welfl & Inst. Code:
1732.6}. By the end of 1581, however, many of the tegislative changes that dealt with
CY A wards began to reflect a dissatisfaction with the rehabilitative ideal and there was a
noticeable shift in policy which, for the most part, appeared to emphasize a "get tougher
on crime” orientation. For example, at the end of 1981, statutes were amended so that
anyone sentenced to a "full" life term for murder at age 18 or older who was cour-
crdered to be housed at the CY A was no longer eligible for CY A treatment. Policy
change toward greater seventy of punishment was further evident 1n 1982, when state
statutes were amended so that the courls were no longer bound by the CYA's
Amenability Hearing {Cal. Welf. & Inst. Code: 1731.5). Thus, by 1982, the trial courts
were no longer bound by the CY A's detemmuination of eligibility for CY A treatment.
Therefore, any juvenile who was now waived to, and convicted in an adult criminal court
could be sentenced to serve time in a state prison. The CYA's determunation of eligibility
was now just one fuctor to be weighed by the tria] courts when considenng where 1o

remand the convicted offender 1o custody.
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Also in 1982, the voters of California passed Proposition 8. This proposition
prohibited the commitment of adults 18 or older (who were convicted of major felonies)
from CY A commitment, Prior to the passage of this proposition, approximately 50% of
the commitments to the CY A were adult referrals, This enactment immediately reduced
the percentage of adult referrais appreciably. In 1983, however (in pattial response to
Proposition 8), legislation was enacted that pemuitted some young adults {under the age
of 21 at the time of their offenses) who were convicled in adu!t courts and remanded Lo
state prisons, to be housed in the CY A under court order (Tal. Welf, & Inst. Code: 1766}
These individuals were referred to by CY A personnel as the "M cases” or “housing
cases.”

The economic recession that began in the early 1990's greatly impacted the
financial resources of the state of California and, in turn, its ability and/or willingness to
provide treatment programs {or those iqcamfzrated for their criminal activities. The state’s
juvenile and adult incarceration rates continued to climb precipitously throughout the
1980's and 1990's, fueled largely by the increase in the severity of punishment meted out
by courts to offenders convicted of vialent offenses. In fiscal year 1991-92, the CY A was
forced to trim nearly $60 mitlion in funding from its budget despite annual increases in
the number of wards committed to its care. By Junec 30, 1992, almost 60% of the CYA's
instittional population had a violent offense as their primary commitment offcnse. Not
only were lreatment programs cut back at this time, but financial constraints imposed by
budget reductions had severely impacted staffing and other program needs at CYA
facitities, such as funds for building maintenance and :mprovements. Again, these budget
reductions occurred at a time when there was 2 substantial increase in the composition of
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violent offenders in the CY A's inmate population, and while there was a significant
increase in the incarceration of serious drug offenders. As the average length of stay for
all offenses among those commutted to the CY A increased, and as the resources available
to fund treatment programs {or these individuals dimintshed, secuniy nsks at CYA
facilities aceelerated for both staff and inmates alike (State of California, 1993: 7).
Vialent wards were soon matriculated from one CY A 1nstitution to another in an effort to
minimize their disruptive influences within these facilities. As a result of these events,
judges became reluctant o place offenders who had committed less serious crimes in
CY A facilities whenever local atternative treatment was available. Therefore, the
vouthful offenders who were perhaps the most likely to have benefited from existing
treatment programs in the first three decades of the CYA's operation were now being
diverled to altemative placement whenever possible. Thus, by the middle of 1992, the
CYA would find itself under severe attack by 1ts critics, who accused it of warehousing
intractable wards {sec DeMuro et al. 1988). Impacted severely by Dinancial limits and
cutbacks imposed by the state, and saddled with a population that was dominated by
older, more criminally sophisticated viplent youth, the CYA was now viewed hy its
critics as a "post graduate school requirtng an undergraduate degree in unsuscessful
disposition for admittance™ (State of Califorma, 1993 §}.

To document the fact that both the average daily population and the average
length of sentence served in CYA facilities increased significantly over the penod under
study here, we present Table 4.1, The data prescated in Table 4.1 show the average daily
population 2nd some of the characteristics of all first admissions to the CYA from 1980-
[9%2. This table indicates that there was a general linear upward trend over this period in
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Table 4 1. Characteristics of the Califarnia Youth Autharity and First Commitments, by Year

Year
__ _ Eharacteristic 1980 1981 1882 LELES 1954 1885 198G 182¥  1TE3 1089 1490 19591 19492
CYA
Total Adnussons 3068 4083 134186 28491 Kyals 3TEE L35 3543 ¥ - KT 3Bth 3474 3837
Avg. Daily Population 5179 5699 SRi0 soed GOET GA28 JERD B448 BB12 B304 8046 adog 8310
o Capacity 92 102 102 103 103 114 131 146 154 T41 132 128 126
First Commitments
Length af Stay (in months) 12.9 13.1 142 15 1454 17.1 17.8 18.8 2149 21,6 221 218 244
Conrt
Juwenile % h5.2 534 £67.3 172 BE.2 Sh9 60.7 B5.9 6E8.4 8687 673 700 594
Criminal {Aduly % 44 B 464 27 22.8 338 411 30.3 33 A 33 327 201 306
Cemmitrient Offanse:
Vhalent % 49 4 4219 45103 421 41.2 398 g3 3h32 a7 4 41.4 47 6 51.3 ET.2
Propery % 435 449 AT7.5 47,7 45,5 473 44 2 427 382 349 32.5 314 284
Drug % 2.3 21 27 56 56 7.0 12.0 15,49 184 186 154 1.0 g1
Oiher % 4.3 34 3.3 4.6 6.7 59 55 0.2 6.0 55 4.9 R | 53
Ethreciy:
White % 337 KRR 25 1A 11 24 4 30.5 27 2558 2298 204 184 i7.2
Hispanic T 288 27.5 282 ans 9.8 209 2.7 3z4 30.5 338 386 409 48,2
Alncan-American % 354 380 387 352 6.0 326 342 30 300 7.5 343 M7 29.0
Chiher 94 2.3 2.8 26 L K 31 4.6 33 4.7 £.0 6.7 a0 76

Mole Adapied from "Calfornia Youth Authority Commiltes Reporl: A Study of the Deparmental Ward tntake Policy” (State of Califoimia 1983),
and #s0 incorparaling information pravided by the Ward Information and Parole Research Bureau of the CYA.
Wikh the exceplion of the Length of Stay calculation {which is based on first commitments release during that year}, he characteristics
listed in this table refer o first commilments admiffed {o the ¥ A during the specifiad year.
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both the average daily population at CY A facilities, and in the average length of time
served by wards. Comparing 1981 to 1992, for instance, we find that the average daify
CY A population went from 5699 to 8310 persons (a 46% increase), while the average
length of stay at a CY A facility went from 13.1 months to 24.9 months (a 90% increase).
Over this entire period (1981-92), the average daily population at CY A facilities was

1249 above its desizh capacity.

THE CYA: 1981-19%2

Between 1981 and 1992, the CY A operated eleven institutions, (our rural
conservation camps and eighteen parole offices throughout the state of California. Al the
end of 1992, the CY A had over 5000 employees who were responsible for administering
to approxamately 15,000 wards and parolees under (ts supervision throughout the state.
Under Califomia law, before a juvenile could be commutied to a CY A factlity, a judge
must first find that there were no other local alternative services or facilities that [it the
youlh's needs, and that (t was probable the he/she would benefit from treatiment at a CYA
facitity {Cal. Welf & Inst. Code: 707.2). The county probation depariments in which
these youths lived were to examine the local available alternatives, the youth's prior
record, the current commitment oilense and other relevant factors, and then make a
placement recommendation to the judge. 1f the judge believed that no suitable local
allernative care existed and then recommended a CY A placement for the individual, this
decision could be challenged by the youth’s attorney, and was subject to appeliate
revisw. The youih's probation report and the judge’s order were then sent to the Y A

thtake wunit, and pased on this material, it was this unit that wauld decide whether the
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youth would likely “materially benefit” from the CYA's treatment facilities. While the
CYa was empowered to refuse admittance to any youth it believed might not benefit
from its care and treatment, 1t seldom rejected a committed youth. Youth Authority
personnel estimated that tess than a half dozen youths per year were turmed away by the
intake unit (Little Hoover Commission, 1994 110). In general, the preferred minimuin
age for admittance to the CY A was listed as 11, but acceptance of wards under the age of
13 was rare and required the approval of the Director of the CY A,

The CY A would, however, sometimes accept youths from counties that had few
available treatment facilitics, even though these youths were relatively less involved n
serious crime than were their counterpans {rom counties that had availahle altemative
treatment resources. This was especially true in the early 1990s when {iscally strapped
counties had to make substantial budget euts due to the state's [inancial crises. Many of
these budget cuts, however, were to became permanent, and aflter the {inancial emergency
ended some counties redistributed their lirmted funds in ways that supportad priorities
other than local juvenile delinquency, diversion, treatment and prevention programs
{Little Hoover Commission, 1994: 58). The California Legislative Analyst's Office, for
example, estimated that about 25% of the wards accepted into the CY 4 programs during
the period under study here were "less-than-serious” offenders. These individuals had
been referred to the CY A by the twenty California countiss that spent little money on
focal treatment options {Little Hoover Commission, 1994: 11{), This indicated to CYA
critics that geography rather than individual crime listory or individual needs sometimes
played a rofe in determining who was sent to CY A facilities. CY A officials responded to
this criticism with the claim that actually less than 20%% of first admisstons came lo the
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CY A without a pnor adjudicated offense, and that meost of the commitment offenses of
these individuals were indeed for senous crimes (see Alarcon, 1994 93.

Recall that once committed to a CY A facility, the length of time served by eaciy
youth 15 to be determined by the Youthful Offender Parale Board. The YOPE employs
several enteria to make this detemmination, including the maximum adult sentence for the
same crime for which the youth was charged, the chronelogical age at which the juventle
justice system loses it jurisdiction over the referred youth (21, 25 or 25 Jepending on the
aforementioned circumstances), and a sentencing guideline adopted by the Board.' The
sentencing guideline utilizes a grid that classifies wards in one of seven catcgories based
on the seripusness of the crime(s) for which the youth had been commutted to the CY AL
Each of the seven categories has a different recommendation for the time to be served at
the CY A before the youth is eligible Lo be considered for parole. While the crimes that
constitute the seven offense categories and the length of time to be served until initial
parole heanng for each category were adjusted at the end of both 1932 and 19306, the
schemne in use from 1987-1992 will serve to introduce the reader to the basic ramework
of the gundelines.

In the 1987 sentencing guidelines in use during the last six ycars of our study
period, Category 1 included what the YOPB considered o be the most serious offenses. It

was comprised of the offenses of those youths adjudicated for murder or a kidnapping

! Upcn release, parelees fram the €Y A may have some amount of available confinement e (ACT) 1eft
on their sestence. Each parplee’s ACT is limited &y either their age of jurisdiction (i.e., 21, 23, or 23} or
the maxinwm amownt of time an zdult convicled for the same offense wauld serve in the adult ceiminal
justice system, which ever occurs first. Thus, while on parele, the YOPS ofter times cannnt detzin 1 ward
for 2 techmuzal paroke viclation if they have alrzady szrved the maximem ameunt of tme an aduit weuld
serve for the same offense; this is true even 1f the ward has not rzacled the age at which CYA jurisdicton

ERDIres

162




involving substantial injury. Category 2 (the next most severe offensc category) included
the crimes of veluntary manslaughter, foreible rape, child molestation and kidnap for
ransom, Category 3 consisted of the offenses of eabbery, mayhem, and burglary with
ereat bedily injury. Category 4 included the commitment offenses of involuntary
manslanghter, rabbery, burgiary with enhancement and narcotics tralficking offenses.
Category 5 consisted of the cnmes of assault, battery, robbery, and first-degree burglary.
Category 6 was comprised of hwearms offenses, bomb making, arson, and second-degree
burglary. Finally, Category 7, the least serious offense glassification, included the
violations of auto theft, receiving stolen propernty, dmig possession and all other lesser
crimes and pacole violations for which youths were referred to the CY A,

The data displayed in Table 4.2 reflect the sentencing guidelines in use prior to
and following the two administrative changes that altered requirements for length of time
to be served by wards before parole eligibility. That is, Table 4.2 shows the average
number of months that wards were recommended to serve prior to an initial parole
hearing for the seven oflense categones in use between 1980 and 1992, The three
separate time periods depicted in this table represent changes in the puidetines in use
prior to and after November of 1982 an;d November of 1986 when the Board
implemnented adjustments that generally lengthened the amount of time to be served
before initial parole consideration for several of the oflfense categories. The post-1980
admiristrative changes were fully implemented by the calendar years 1983 and 1987
respeclively. The data m Table 4.2 indicate that there was a general increase in time to
be served for the most serious crimes (Category 1) over time (i.e. an additional year of
time served was added in 1983 and again tn1937). However, recommendations of tims
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Table 4.2. Parcle Consideration Date Guidelines {Months Until Parole), by YOFB Categery

YOPB Category
Years 1 2 3 4 3 & 7
1980%-1982 G0 48 a5 24 15 12 12
T983-19865 T2 48 36 24 15 12 o-12
1987-1982 B4 48 15 24 tH 12 0-12

Mole. lntormation was obtained from the summary reports enlitied "Youthlul Ofender Farole BEoard
Initia! Appearance Hearings" tha! are preduced each year by the Ward Informatian and
Farcle Research Bureaw of the CYA.



served before parole eligibility for Categories 2-7 remained relatively stable over this
time period. The only apparent change in the recommended time to be served until
parole eligibility in categories 2-7 that is reftected (n Tabls 4.2 15 the change in the post-
1987 period for Category 3, where three months tune was added.

While YOPD sentence guidelines were used to establish the “theoretical” baseline
for the amount of time recommended to ke served before eligibility for parole, the Board
ts permmitied to deviate frem the gnd recommendation by adding or sublracting sentence
time alter considering the youth's prier record and any other legally mitigating ot
aggravating circumstances surounding the commitment offense (Little Hoover
Commission, 1994; 106). The sentence guidelings are thus oniy to be one censideralion
when determining the actual fength of time the wards are told that they can expect to
spend at the CY A, We will return 1o this point later.

According to CY A critics Paul DeMuro and his colleagues {(1983: 5-7), the
guideline data depicted in Table 4.2 are highly deceptive and don’t tell an accurate story
of the average time aclually served by wards before they are considered for parole.
Detduro and his associates contend that due to the aferementioned senlencing revisions
passed at the end of 1932 and 1986, parole consideration dates actually increascd for
about 75% of the specific offenses listed in the CY A's baseline guidelines, These critics
¢laim that in affect, after the revisions were enacted, the average lenuth of stay doubled
for approximately 358% of the listed guidcling offenses and stayed the same for only 26%
of these affense types. For example, DeMiuro and hus collengues (1988: §) calculated that
as a result of the 1987 revisions:

aithouwsh the bosalice was (novensed in only Iwo categores
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(1 and 5}, about half the offenses were moved into a
higher (more serious) category. This resulted in increased
time from commitment to parole consideration and greater
Board supervision of many offenders. For example, a
youth committed for first-degree burglary prior to 1987
would have been a Category 6 offender, serving one year {o
initial parole consideratien. Under the new guidelines, this
same youth has become a Category 5 (more serous)
olfender, and cannot be considered for parole unti] 1 172
years had been served {about 28% of Youth Authority
juvenile coun commitments are for burglary}. Similarly,
an armed robber was moved from Category & tol, with a
25% increase in time {o parcle consideration date (these
youth account for about 16% of the juvenile court's first
commitments).

The YOPB's (1983: &0) rcsbonse to criticisms of this policy offered by DeMure and his
colleapgues was a written reply contending that the decision to revise sentence lengths for
certain crimes upward was conststent with the wishes of the [egtslators, law enforcement
personnel, and citizens of the state of California for whom the Board was appointed to
serve. In particutar, the YOPB maintained in this reply that when considenng guideline
deviations of a ward’s parole consideration date, they consistently followed criteria
prescribed by Title 15, Division 4.5, Section 4945 (j) of the Califormia Code of
Regulations that had been ratified by the state legistature. These regulations speaify that

the length of stay at the CY A 13 to be determined by one or more of the following twenty

individual considerations:

(1) Protection of the public.

{2) Pnior probation or parele failure,

{3} Attitude and sense of responsibility towarg cormmitment offense.
{4) Attainment of institutiona) goals.

{5) Institutional behaviar,

{6} Parlicipation in prograrm.

{7) Educational potential

{5) Eeaployment potential
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(%) Emotional adjustment

(107 Staff evaluation, treatment tzam report, psychiatric report.,

(11} Special psychiatne/psychological needs.

{12} AlcohoV drug dependency.

{13y Family support,

{14) Future plans.

(15) Placement potential,

{16) Community reaction.

{17} Availability of community-based program to further treatment and training

neeis.
{18} Motivation and prognosis for success.
{19} Probability of recidivism.
(20) Conitnuing {or abstaining) participation in youth gang activities wiule
incarcerated.
Given the criteria in Title 15, the YOPB (1988) argued that its change in add-cn-tunc to
parole release date was entirely consistent with the state's regulatory guidelines.
DeMuro 2nd his colieagues (1983: 63-64) responded to this reply by the YOPB,
however, by noting that the guidelines had led to extraordinarily long sentence lengths
that were counterproductive for some offenders. Table 4.3 shows the average. senterce
tength that wards were tald they would have to serve before they were eligible for an
initial parole hearing for the years 1980-1992 aller time was added to or subtracted from
the guideline recommendations due to one or more of the aggravaling or mitigating legal
considerations listed above. That is, this table depicts the average time that offenders in
each of the offense categories were told by the Board that they would have to serve
before they would be efigible for their initial parole hearing. In lisu of the comments by
DeMuro and his colleagues, this table is more instructive than 15 Table 4.2 when
depicting the year-to- year variations in the sentences handed cuwt by the YOPB for

various offense categaries over time. Table 4.3 indicates the presence of substantial

increases for the mest scrious crimes (Categorics 1 and 2} afier the admimstrative
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Table 4.3. Average Months Until Parole at initial Parole Consideration Date (PCD) Hearing
with the YOPH, by YOPB Category and Year of PCD Hearing

Year of All All First YOFB Cateqary

Hearing Categorizs  Commatments 1 2 3 4 & G 7
1980 6.0 NA 56.5 445 31.3 222 14.9 13.8 10.4
1981 169 NA £9.2 467 341 23.1 15.4 138 11.1
1982 160 NA, 9.0 47.8 345 235 15.9 13.7 10.9
1983 160 15.4 B8.8 52.7 35.0 24.0 16.3 i4.5 12.8
1484 157 186 B7.5 486 33.0 237 16.9 4.4 126
1985 15.4 19.4 70.0 432 341 24.5 8.3 15.% 13.4
1586 160 19.8 68.2 485 36.0 237 126 16.6 142
1987 233 24.0 81.5 50.0 375 272 212 6.9 12.8
1938 19.4 22.8 82.4 48.1 36.9 24.8 18.7 151 12.4
198% 18.5 221 B18 46.6 3448 228 16.7 12.8 8.8
19490 19 4 24.5 84.1 47.4 36.0 235 17.8 14.0 11.8
1991 196 238 83.1 451 349 228 16.9 2.4 11.2
1992 19.3 228 79.6 44.6 348 2232 6.0 12.1 0.7

Nole: Informaticn was obtained from the sumrary reporls entitled “Youthful Offenuer Parole doard

Initizl Appearance Hearings” that arc produced each year by the Ward Information and
Farale Research Bureau of the CYA.



changes were implemented 10 1983 and again in 1987, There appears to be a general
pattern in Table 4.3 where the wards in these two categories were told 1o expect [0 serve
substantially longer periods of time than were the wards sentenced under previous
guidelines afler these two admimstrative changes were in place, Overnll, however, this
general pattern of increase in expected time served seems to have been directed only for
Category | u(fenders. There was considerably less varation over Lime in the time that
wards in categories 2-7 were told they could expect to serve between 1 280- 1092,

We believe (hat the amount of time that wards were told they would have to serve
prior to a parole hearing is an important factor because it has a direct effect on their
individual behavior while they are in the institution. Of course, we are ultimalely less
interested in the length of time that wards were told that they couid expect to serve before
they received an opportunity to gain their release trough parole, and mosl interested in
the amount of time that they actually did serve before they were released. Table 4.4
shows the actual average fength of time {in months} served prior to relcase on parcie
(1980-92) for seven differcnt specific oflense types. The reader can sec that in many
cases wards were paroled carlier than they were told to expect 1o be released. The general
trend in this table, hawever, indicates an overall tendency to keep wards incarcerated [or
longer periods over time, especiaily for the more serously regarded offenses.

A significant claim made by Demure and tus colleagues contends that the
physical structure of a substantial portion of the CY A facilities did not provide adequate
arotection for those wards that were confined there. For example, these investigaters
estimalted that about 40% of CY A facilities wers aging, overcrowded domitory styie
buildings, They argued po.riediy that because there was a large proportion «f
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Tabtle 4.4, Average Length of Stay {in menths), by Commitment OHense Type and Year of Release

Year of  First Degree  Agoravaled Erhanced First degree Auto Narcotic Harcolic

Release Murder Assault Robbery Burglary Theft Sales Possession
1980 3zA NA 18.7 12.8 11.0 14.5 12.7
1981 38 17.2 190 129 10.8 0.2 10.8
1982 411 149.3 198 2.8 11.8 5.1 1.4
1983 535 203 21.4 152 124 14.8 12.4
1984 49,5 213 24 E 131 13.3 7 11.8
1585 517 237 25.0 14.7 13.7 209 137
1886 552 2586 282 17.1 5.7 14.2 15.8
1987 62.8 272 283 19.8 18.1 18.3 18.0
1988 £3.8 307 38.9 237 203 237 210
lilks! 720 321 353 233 17.3 25.8 217
1990 745 29.0 343 232 6.5 25.5 234
1991 769 288 327 226 16.8 25.1 22.6
198 74.5 282 a5 218 14.5 259 217

Mote Informalion was abtained fram the sumnmary reporls entilled "Length of Stay of Youth Authorily Wards”
that are produced each year by the Ward Information and Parcle Research Bureau of the CYA,
First Degree Murder in 1984 was far all types of murder



incarcerated violent ollenders at the CY A {many of whom belonged to rival gangs) and
who were permitted to interact freely within a dormitory setting, that the potential for
individual viclence was great. This placed both wards and staff at high sk

Table 4.5 displays the reported assaunlt rate against stalf by wards, the assaullt rate
against wards by other wards, the total assault rate by wards, and the total disciplinary
infraction rate against wards-- each per 100 average daily population at CY A faciibies

from 1981 through 1992, With the possible exception of the assault rate by wards aganst
staff, there does not appear to be an upward general linear trend in reported violence at
CYA facilities from 1981 through 1992, The data in Table 4.5 also indicate that there
doss not appear to have been the proportional increase in violence that critics predicied
bascd on the additional crowding over time. These figures, however, do appear to back
up the previously mentioned allegation that there was a great deal of recorded violent
assaults at CY A facilities dunng this perod. The rate of violence that toak place in
CY A facilibies during this penod is high by any correctional standard.

In sum, detractors of CY A policies have maintained that the kigh rales of
assaullive violence and the high disciplinary infraction rates displayed in Table 4.5 refiect
largely the freedom of movement and interaction that were parmutted by the dormitory
style living environment at some CY A facilities. The critics argued that this style of
living quarters served to encourage such behaviors. As a result, these critics contended
that the dormitory tvpe of living situation was sometimes indirectly responsible for the
increasing length of sentences served by some CY A wards (Little Hoover Commission,
1994: 116}, More specifically, sucl detraciors claimed that donmnitory style environimenls
made assaults and other rule infrections against others more ke, Thes both the lugn
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Table 4.5. Assault Rate Against Staff, Assault Rate Against Wards, Total Assault Rate,
and Tetat Disgiplinary infraction Rate, by Year

Rate Per 100 Average Daily Population

Assault Rate

Assault Rate

Total Assault

Tetal Disciplinary

Year Against Stalt Against Wards Rale Infraction Rate
1980 1.6 14.9 16.9 100.6
12814 18 g4 1.0 101.8
1882 1.6 11.8 134 116.8
1883 1.9 154 17.5 1349
1984 1.6 15 4 17.0 1331
18985 1.5 209 218 142.5
1086 22 218 24.0 1415
1987 1.4 12.3 13.7 1407
1988 27 14.6 17.3 1221
1989 34 t4.8 18.2 1366
1990 34 4.2 17.3 139.5
1891 3.3 15.0 18.3 143.3
1492 38 15.0 18.7 164.G

Mota: Information provided by the Ward Information and Parole Research Bureau of the CYA,
Assaults refer tg assaults by other CYA wards,



population density and the physical structure of the dommitory style buildings was sad to
increase the likelihood that occupants would assaull one another, or would act out by
violating CY A rules. These infractions, in tum, were said to often result in added lime to
ward sentences during annuai reviews of their cases by the YOPRB. As we discuss below,
wards were 2150 given additional sentence time by the Board when they appeared not to
cocperate with the demands of treatment programs prescribed for them, or had otherwise
failed to complete Board-ordered programs prior to their release date. This policy would
aisn lead to severe eriticisms from the critics of the CY A

In general, critics have maintained that the CY A's ability to provide treatment,
education, and training for wards has continually eroded since the early 1980s (see, for
example, Deburo et ab., 1988). This erosion appears to have been the result of several
factors. First, there had been a steady change in the composition of the ward population
as a greater proportion of inmates in the post 1980 era was more frequently and seriously
invalved in crime than was the case in earlier peniods. Second, there had been a general
shill in the orientation of both the legistature and the public away from the rehabilitative
ideal toward a desire for more severe punishment for law violators, and the decisions of
the YOPB reflected this change. Third, budget cuts in the early 1390s had also impacied
the CY A's ability to provide beneficial treatment to the ever-increasing number of wards
admitted to its facilities. One trend that was especially disturbing to the CYA's detractors
is particularly worthy of mention below.

As we indicated earlier, it was the seven member YOPB that set the initial parole
consideration date for individual wards shortly after their armival at CY A facitines. Tae
Board also ordered a specific treatment program for each newly arrived person. The OV A

173



recommendations may have included counseling, substance abuse programs, educational
DIOgrams, viclim awareness education, parenting sktfl classes and the like. Each year the
Board would evaluate the ward's progress. CY A policy detractors maintain, however, that
problems frequently oceur when wards are not able to gain adnmiittance to treatment
programs that they have been ordered by the YOPB to complete due to the limited
avatlability of space in such programs at CY A facilities. There are oflen long waiting lists
for many of the programs offered af these facilities. When CY A wards cainiot enter and
complete required programs within the original commitment period due to the limited
availability of space, critics contend that their sentence time is routinely increased by the
YOPD during the annual reviews of their cases. Hence, critics have charged that
confinement times of wards are often lenathened for reasons other than their misbehavior
or refusal to cooperate by actively participating in prescribed treatment programs at the
CY A (see DeMuro et al, 1988}, Critics have maintained then that sentence lengths ars
often extended because thers was simply not enough space available i the very treatment
programs that the Board had ordered the youths to complete as a condition of their
release from the facility, In fact, in their evaluation of CY A practices, the Little Hoover
Commnussion Report (1994 106- 109) stated that this "is the single most imporiant facter
behind institunional overcrowding” in CYA facilities."

On average, iuvenile CY A residents spent approximately 4.3 monibs longer in
confinement than did adults housed in CY & facilities (the W cases) for sitnilar offenses
(DeMuro et al., 1938: 9). With respect to sentence length then, adult inmates had an
adbvantaze over Juveniles housed in CY A facilities because they automatically had one
day removed from ther sentence for every day they served without being wntien up by
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staff for commission of a disciplinary violation, Because juveniles housed in CY A
facilities did not automaticaily receive these "good time" cuts. DeMure and his
colleagues (1988: 8) report that wards adjudicated in juvenile courts resented this
inconsistency, and saw it as just one more example of the injustices inherent in the CY A
system.

The CY'A's detractors alse claim that the YOPD has too much control over ward
treatment decisions. The cnities contend that as the YOPB's role 1n making treatment
decisions expanded in the 1980s, the role that the professional staff played in such
decision-making has diminished propottionately. Critics maintain that the professional
staff at the CY A has thus become inereasingly estranged from the YOPB. Duning the
period under investigation here many of the CY A staff were said to have believed that the
Board had too frequently acted independently of their judgments, and did not pay enough
attention to their recommendations. Due to their frequent contact with wards and their
clinical experience, many CY A staff were said to believe that it is they who were most
gualified to make these program decisions. Increasingly thea, the critics maintained that
such decisions were made independently of CY A staff input by Board members who
were often without benefit of extensive climieal training, and who saw these youths valy
for about [0 to 15 minutes each year. As a resuld, the critics argued that many CY A
counselors ware left lo fee] itke they "now run a high-security wirehouse for people {or
which they have little to say over who comes, who leaves, or what they do while they are
there " {DeMuro et al, 1988: 7).

The YOPB respotided in writing to these charges (1988 60) with the assertion
that “such ¢riticisms were very much exagperated.” In their response to their crities, the
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YOPB estimated that CY A staff followed the placement and program recommendations
of the Board only about 60% of the time, and that in actuality, the majority of the Board's
placemenl decisions were indeed based on staff recommendations and inputl. Thus, the
YOPB contended that "the majority of the differences in placement decisions was due to
lack of bed space in the agreed upon placement rather than any philosophical disputes of
treatment and training programs.” The crlics” addressed thas response by the YOPE by
claiming that the Board was "buck passing" because it admits that there are not enough

treatment options at CY A facilities (see DeMuro et al, 1988:64).

Rehabititative and Parole Services Available at CYA Facilities (1981-92)°

According to literature provided by the Youth Authority, during the time period
between 1981 and 1992 several specialized and supplementary programs were offered at
its facilitics in its cfforts to transform wards into productive law-abiding citizens. For
cxample, over this eatire ime penod the CY A attempted to enhance the potential job-
related skiils of all its wards. [t mandated therefore that every ward participate in a course
that averaged between 6 to 8 weeks that was designed to develop the individual's
employability skills. This course ernphasized how to develop self-awareness,
employment goals, on-the-job skills, and career awareness. Tt also aimed to teach the
ward how to Gl out job appications and design a resunie, and how o find jobs and
prepare for job interviews.

The more general core programs available at cach of the CY A facilities dunng

this period consisted of three main components: education, treatrment and training




programs. Below we describe briefly each of these core components of the CYA's

Progran.

Education
The vast 1najority of CY A wards are school drupouts or underachievers. The CYA

thus places a great emiphasis on improving educational skitls, Individual wards were

cordered to improve their educational skills to a certain specilied level as a pre-condition
to be eligible for parole retease. All of the CYA’s education programs were competency-
based, which means that wards must have achieved specific definabie and measurabie
autcomes before they could advance through the cumculum. The program was siructured
so that wards may have been enrolled in more than one program at the same hime. The
major components of the education program were as follows:

a. Middle School-- this component offered instruction in basic education and 1n the
development of citizenship skills to wards who were 13 years of age or younger.

b. Basic Skill Enhancement-- this component offered remediai language, math and
reading instructions to those wards 14 years of age or older who were considered to
be underachieving. Those enrolled in this program received elective high school unmit
credit for work completed and were allowed to take concurrently any high school
courses for which they had mel the prereguisite requirements.

¢. Career Vocational Preparation—this component provided students at all levels of core
programming with pre-vocational and vocational raining in a number of careers
choices including Food Services, Auto and Body Repair and Maintenance, Computer

Repair, Welding, Cabinet Making and Mill Wark.

d. High School—this component provided curticulum slandards and required courses
endorsed by the State Board of Education. Completion of this program permitted the

T The materizl far aveitable relabilitztive and parole servces benvesn 1981 2nd 1952 was adazted from
Writter Testzmony for the L.ttle Boover Cormumssion . Depantmenr of the Yauth Awthority (Mancli, 1953)
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CY A to recommend the granting of a diploma that had credibility with educational
institutions, the community, and employers.

College- this component permitted qualified students to pursue a college education by
enrolling in college comespondent courses.

In addition to the basic core educational program outlined ahove, each CY A
facility also provided wards with special supplementary services that were designed
te enhance competency in spectalized areas of the core program by making avatlable
additional resources to augment ward proficiency with basic educational skills.

Supplementary Services available in each of the CY A facilities mcluded:

1. Special Education--this component assisted wards with specific leaming
disabilities, severe emotional disorders, physical, speech and language
impairments or handicaps.

2. English as a Second Language-—this components offered special classes or
special altention to wards in regutar classes whose primary language was not
Enelish,

3. Clementary Secondary Education Amendment (Chapter I)—-this component
provided additional assistance to those wards that were below par in their
reading, language, and math skills.

4. Adult Basic Education—this component provided remedial programs for
wards over the age of 16 who were not enrclled in programs that eamed high

school cradits.

5. General Educational Development Test—this component provided testing for
wards 1n order to obtain a certiflicate that was equivalent to a high school

diploma {GED).

6. Educational Counseiing—thiz component offered students guidance,
behavioral counssling and career employment counseling.

7. Job Training Partnership Act-~this component offered government funding
wliich augmented part of the vocational training at several of the tacilities,
Suppiementary seppert for this program was provided by the Private Industry
Council to improve 1ob-training skills for wards.
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8. Vocatipnal Education Act—this component supplied addilional grant montes
suthorized specifically for criminal offenders that would expand, improve,
and preduce innovations in vocational programs at CY A facilities.

9 Library Services——this compenent supperis library services at each mstitution
that would provide for the acquisition of recreational reading, audio and visual

resgurces, and other materials related to development of curmicutum and
treatment programs andi/or the expansion of the legal library at facilities.

Treatment
Each of the wards housed in CYA facilities was reguired to participate in
treatment and counseling programs. These programs were designed to assist wards i
understanding the causes and the consequences of their misbehavior and tried to ensure
that such behavior would not occur in the future. Because most of the wards had long
histories of frequent and serigus illegal behavior, the CY A had developed a mumnber of
comprehensive specialized programs that were available al some bul not ail of its
facilities. Wards were initiafly diagnosed at CY A clinics and then (when possible} were
sent on to those facilities that had the specialized treatment programs that were
appropriately suiled to handle histher particular needs. Upon arvival at the facility, each
ward was assigned a Counselor who was to conduct regular individual and smail greup
therapy sessions with the ward. Treatment goals and objectives were established by these
counselors tor each of the individual wards. The ward's progress was then monitored by
a Case Conlerence Commitize of counselors who were responsible for revicwing every
aspect znd component of the individual's teeatiment program dusing histher stay at the
CYA facility.
In addition (o individuai and small groups counsciing, a number spacial and
supplementary programs were is0 avallable af specific CY A facihities Below s a
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description of the treatment programs available at certain CY A facilities between 1981

and 1992,

F-

Intensive Treatment Programs {ITP}— were designed for wards determined to have
seripus enmotional problems. ITP programs integrated psychotherapy with the other
elements of the wards core programming. Such wards resided in a specially trained
living unit away from the general population throughout their stay. They were
counseled and cared for by a team of psychiatrists, psychologists, nurses, interns and
volunteers. TPy were located at four of the CYA's facilities around the state.

Specialized Counseling Programs {SCP)—5CPs were designed for CY A wards who
had been adjudicated for crimies such as sex offenses, viodent acts, and arson. These
programs were taitered to the specific needs of the wards, and were staffed by
pavchologists and consultine psychiatrists. Wards paniicipated in intensive therapy
sessions with a psychologist and in geoup therapy sessions with youth counselors.
These programs were designed so that they could be completed within one year.
Thoss who considered to have successfully completed the program were then
integrated nto the CY A's general population.

Substance Abuse Programs. —each of the CY A facilities had a substancs abuse
program designed to intervene in the ward's use af alcohol or drugs. All wards
belicved to have substance abuse probiems must have parlicipated in this program.
These programs ran from six to twelve months, and wards generally could not be
considered for parole release unti} they completed this program.

Planned Re-entry Program (PREF)—located at the Ventura facilily, the PREP
program was a shorl-term intensive-counseling program for those relatively
unsophisticated offenders whe did not have long prior records of invelvement in
serious crime. The program generally ran from five to seven months, depending upon
how long it took for the ward to achieve specific individual treatment goals.

Training

ANl CY A activities and programs were structured toward training wards to acquire

skillz and valucs with the aim of helping them to become productive and law-abiding

citizens. CY A program:s emphasized values such 2s self-discipiine, positive thinking,

high seli~estesm, a strong work ethue, and personal responsibility. Wards were held

responsiblz and consisieatly disciplined for improper and illegal behavior al institutions.
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Atiempts were made to teach self-control through crisis intervention techniques, and

wards were 2xpectad (0 show zood personal hyglene and to keep their living vaits clean.

They weye also 1o be provided with positive role models through associations with staff

and volunteers from the community. Beiow are some of the specific training programs

available to wards during the period under study.

Free Venlure Programs—since 1985, the CY A has co-sponsored a progran with
private industry and public agencies that set up a business or services withun stale
facilities, and than lrained and employed wards to manufacture products or perfonm
services. Privale and public companies equipped and operated the business and
provided supervision and imentoning w ihe wards. Wards were hired by these
agencics through an interview process and they were expected do demonsirate values,
sktlls, attitudes and behavior that met the standards set by these companics. Example
of such programs are the TW A reservations service at the Ventura school, and the
fluorescent ballast quality control industry located at the DeWitt Nelson facility in
Stockton. Wards typically received wages equivalent to an apprentice salary or
starting-level salary. During the period covered in our study, twenty percent of the
ward's net earned wages went to the state lo compensate for the cost of incarcerabion.
Another 15% of the wards gross pay went to the state vietim compensation program
or lo the vietim of the particular ward's crime if a restitution order was in effect. And
forty percent of the ward's net salary went to a savings account that was avaitable to
wards upon their release. The remainder of the ward's paycheck wenl 1o the
individual's trust fund account at the facility and was used to make approved
purchases within the CYA facility,

Public Service—during the period covered on our study all CY A facilities had a
oubic service component that attempted to instill 2 sense of responsibiliy in wards
and emphasize the obligation to donate time to community service. The CYA
estimated, for example, that wards provided 545,400 hours of publhc services to
Caltfornia communities in 1992, The CY A facilities that contributed most heavily 1o
the public service program were the camps that had long becn cagaged i wild land
restoration, pavk cleanup, {ire fighttng, and related ferms of land conservation. Other
CY A faciiities periormed services that ranged from road maintenance and highway
cleanup, to public land restoration and the repairing Christmas toys. The Karl Helton
School in Stockter had perhaps the most acclaimed public service unitin the state. its
Mountain Public Service unit had received recognition from the Governors office and
the Natwonsl Associvitan of Scarch and Rescue. Tv cniy wards in this unil provided
24-hour emerzency services 1o several counties that ineluded seurch and rescus Jor
bast, strended and injurad citizens. T hese wards also regularl s tanght survisal skills 10
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elementary school children and renovated and removed litter from campsites and
woodland areas,

¢. Citizen Participation Programs--all CY A facilities depended on voluntary citizen
participation programs to augnment their cumicultm. Zach separate facility had its
own Yolunteer Service Program Manager whose jub it was to recruit, train, schedule
and supervise community volunteers to mentar, tutor, visit, provide recreation,
conduct religious services, counsel, and offer other supportive services to wards that
were not pessible through normal budgetary resources. The CY A belisves that such
services helped to bond institutionalized wards with the outside community.

d. Impact of Crime ont Victims Program--implemiented in 1984 at all ipstitutions and
camps, the CY A conducted regular classes in the impact of crimics on vicums and the
consequences of driving while intoxicated. The goal was to increase the ward's
sensitivily to the victim's plight and to teach them the relationship between early
participeticn it crime and later eriminal behavior, Victims of crimc were frequeantly
invited to discuss the consequences that crime has had on their lives.

While lhe menu of programs described above suggests that there were a number of
diverse cducational, treatment and training programs available to wards at various CY A
facilities during the period covered i our study, several CYA employees whe read this
chapter stated that the discussion of services offered implics more programming than was
actually avaitable at these {acilities. For exampls, several employecs contend that it is
ludicrous to suggest that all wards had counselors who conducted regular wdividueal and
smali group therapy sessions. Critics have also maintained that in practice, overcrowding
prevented many yeuths from enrolling in available programs within the bounds of their
imitial preseribed sentence length. This overcrowding was, sccording to such critics,
primarily the result of YOPB posicies (DeMuro et al. 1988). The critics maintained that
when wards were finaély ablg o gain entrance into these programs there was littie chance
that e cumicuium would succeed 1n rehabilitating thems. Thas was said to result because
dany le ot UV A facihities hod becorie & caivest Jor self-protection and sarvival where
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any potential gains from individual or group programs were quickly cancelled out by the
conditions impeoscd by the violent sub-culture that permeated these institutions. The
YOPB responded to such criticisms with the admonition that any sentence fength time
additions incurred by wards had more to do with the ward’s behavior and gang

associations at the CY A than with YOPB policy changes {YOPB, 1988 60},

Parole Service Programs

In addition to education, lreatment and training programs, the CY A also had an
extenaive parale service program 1o assist wards when they were released from CY A
facilities. When the ward was deemed eligible lor parale by the Y OPB, a report would be
forwarded to a parole casework supervisor who would then review the file and make a
detertnination as to the level of supervision and the type of services that would be needed
ta supervise the youth in the community. The goal was to promote the successful
integration of the individual inte the community while at the same time protecting the
public from a possible retun to crime by the ward. A pre-retease conference would be
gstablished between the ward and the staff in person or by telephone in order to roview
relevant case information and to plan a program that would meet the ward's individual
needs, At this conference, the terms and co-nditious af the ward's parole and the level of
thae required supervision and services would be determined. The CYA's parole release
systern was based ou a "step down" model in which the level of supervision and services
wauld be reduced over timc as the ward successfully mot the conditions of husfher parole.
The mejor ootions What were available for paroie supervision peiween 1981-92 are lisizd
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Electronicaily Enhanced Parols Release Program (EEPRP)--this program was
initiated to reduce institutional crowding by releasing sclected wards (those who were
not adjudicated for serious violent offenses) 00 days earlier than their oniginal release
date 1nto a hughly structured parole supervision program. Wards released into this
program were required to wear electronic monitoring devices and were not permitted
to leave their residence except lor pre-authorized departures to seek employment,
atiend school, or receive treatment or counseling. Parolees were randomly contacted
by supervisors al least once a week and were drug tested a minimum of bwice per
maonth, The "tn house" ammest system saved the state money and the contacts with
parole agents and efectronic monitors provided for 24 hours surveitlance, When
violations were suspected, response was immediate. Minor violations were
sanctioned by loss of privilezes and temporary detention. Serious infractions wers
treated as parole violations and generally led to revocation of parole. Those wards
that successfully completed the 60-day period were next assigned to cither the
mntensive re-entry or specialized caseload programs described below, depending on
thetr perceived needs.

Intensive Re-Entry--eighty percent of the parolees released by the OV A received this
service. Those who did not receive this service lived in geographic arcas where it was
impossible to provide this supervision, Here a parole azent tried to coordinate the
actigns of the parelee, family members, employers, teachers anc relevant community
organzations in erder to ensure 25 smeoth a re-entry as was possible. This program
generally ran from 75 o 90 days for most cases, and over 90 days for the most serious
offeniders. In this program the parolee received a minimum of two contacls per weck
for the first month of release from his/er parole aeent, and weckly contacts for the
duration of the re-entry period. Those who had a history of drue andfor alcahol
problems were tested twice monlhly for indications of substance abuse. During the re-
enlry period, the parolee received employiment, education, or rob trdining assistance,
individual and group counseling, and subsidized placement services as needed endfor
available,

Spectalized Caseloads--n tlus program parale agents wore assigncd reduced
caseloads relative to 1lwse of the regular (case manageinent) parele officers. These
special parole agents were expected to give intensive, concentrated aitention 1o
parclees wio had particular needs such a5 persans widh inenial probleins, sex
vffenders, street panyg members and substance abusers. This program altempted to
both increase the likelihood of a successiil parole adjustment for such individuals and
to make the earliest possible delermination of patentially duneerous behavior on the
part of the pargles, Parolees remained onntensive re-antry status unti! such time as
they exhibited a stable pattern of behavier for a sigmficant perod of time n order to
demonstiaie te the perole supervisors that they were no longer in need of intensive
curc. and wore nod a danger 0 public sefety. [Fihess condilions were salishied, the
paralees were then lransferred 1o a case mansgement patele prooran:

=
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d. Case Managenent--those who successfuliy met the conditions of intensive-re-entry
and specialized caseload parole programs were transferred to a case management
parole officer. These parole officers assisted the parolee in maintaining acceptable
levels of behavior and job stability. Case management parcle agents had higher
caseloads than did the speciatized agents described above, and were less concermned
with providing services to parolees and more concemed with monitoring theirjilegal
belavior. They did so by making umannounced substance abuse testing visits and
unannounced visits to the homes and wark places of parolees. Prior to their release,
parolees were individually classified by case management agents as "maximun,”
"medium,” or "mintmumn” risks. If classified as a maximum risk, the parolee would be
contacted a minimum of bwice per month by a case management agent, Medium risk
parolees were contacted once per month, and minimuni risk parolecs received one
contact every other month. Case reviews were inandated at specific intervals for all
parolees and wards so that they could be reclassified as higher or lower risks based on
any new information obtained by agenls.

California law obligated that the "Parols stafl shall assist parolees in obtaining
adequate housing, employment, financial assistance, social and medical services,
educational placement, and other resources or services which will increase the likelihood
of a parolee's adjustinent in the community.” Twenty percent of the Parole Branch's
operating budget had been allocated to subsistence and personal care services for parolees
during the period under study. In many cases, assistance for living arrangemeits upon
release on parole must have been initiated before the ward left the institution. Many
parolees were without personal resources of had no family or friends thal would assist o
agree 1o assisl them upon their release. Parole agents assisied 1o finding iving placement
alternatives for these individuals, usually among motels, foster or groups homes, YMCA
rooms, or if available, residential treatment centers that had facilities for 24-hour
supervision snd inlensive services.

The CY A also operated some smailer parole senvice programs. For cxample, two

residential parole programs for teclinical parole viviatcrs wilh substance ebuse problems
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were developed to deal with the problem of institutional overcrowding. Both programs
offered the option of volunteenng to undergo 90-days residential care treatment in lieu of
serving between six months to a year alter being returned to the CYA. The CYA also
pperated two intensive supervision service programs located in residentiat facilities in
San Diego. The CY A named these facilities the NETWORK programt because it was a
highly specialized contracied residential placement that provided a wide range of
interconnected services that included psychiatric treatment and employment services, as
well as educalional, vocational and recreational treatment programs.

As was the case for education, tramning and treatment programs, crincs wouid also
maintain that the potential success of' the parole services program was adversely affected
by changes in the policies and practices of the YOPH that led to stricter standards {or
piarols vielation in the 1980s. It was the contention of these CY A detractors that the
raising of these standards led to higher parale revocation rates. For example, in 1986 ihe
Board mandated that all technical violations of parole must thereatter be reporied directly
to it Critics would arzue that once the YOPB was supplied with this information, it was
too quick to revoke parode, cven for non-criminal technical violations. DeMuro and his
colleagues {1988: 7), for example, reported that in 1986, 25% of all CYA admissions
were for technical parcle viclations, and that in 1937, this number increased to 37%.
Critics argued, therefore, that the YOPB had become increasingly striet in its standards
siich thet the focus of parole had changed drastically over ime period studied here.
Dedlure and his cotleagues {1988: 8), report thal parole officers in the past had

concentrated on providing parcle services for those released from the CY A in order to
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keep them from recidivating. Since 1986, however, "the parole officer's operating policy
had changed to what one high-ranking CY A officer had termed trail'em, nail'em, jatl'em.”

Responding to such criticisms, the YOPB' (1988: 60) replied that much of the
increase {n parole revocations could be accounted for by the commission of new felony
offenses by parplees. They contended as well that most of the Board's actions were
actually consistent with the wishes of parole officers who themselves were increasingiy
recommending revocation of parole for a cumulative seties of incidents and/or lesser
offenses committed by parolees. The Board added that any indications of diug and gang
behavior were especially likely to lead to parole revocations. The Board'é conteniion then
was that it was for reasons that mainly had to do with paroies behavigr that parole
revocations had increased, and not because of any other specific change tn Board policy.

In sum, it is evident from the matenial presented above that there was a sincere
attermnpt to offer many progran options and parole services to CY A wards during the
period covered in our sindy. Recall, however, that critics maintained that the CY A
facilities were so overcrowded that wards would often have difficulty obtaining space in
these programs and that YOPB policies themselves were a direct cause of this
overcrowding. Furlhermore, ¢ritics also claimed thal even when wards were able to find
space in the vanous treatmnent programs in which they had been ordered to participate by
the YOPB, the hostile and dangerous environment in which these programs were
deliverad would offer enly mintmal {reatment value at a high expense. In the long run
then, the eritics contend that CY A programs afforded little protection for the pubiic’s
safety. According to such crtics, whil= the long sentences imposed by the YOPE sernved
to temporarily incapacitate CY A wards, keeping them from committing crimes agains:
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the public, Califormians were not getting much of a long-termn return on their investment.
While incarcerated, many wards were becoming maore embittered and more criminally
sophisticated and were likely to commit new crimes soon after they were released on
parole.

To YOPB members, however, changes in sentence length for senous offenses
were in line with what was happening in society, Changes (n Board policies that affected
the length of time served by wards had in fact kept cnme rates low by incapacitating
hard-core ¢corninals who had high propensities for senous crime. The Board's policies
simply reflected the public's and politician’s wishes to be tough en such individuals. In
addition, contrary to the claims of the critics that the CY A staff was demoralized because
the YOPB had fmled Lo follow their treatment recommendations, Board members
maintained that any policy changes they directed toward wards were in fact, consistent
with staff recommendations and input.

Having described at length the history, policies and programs af the CY A, we

now turn our allention (o describing the data we use to conduct subsequent analyses.
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CHAPTERS

DATA AND METHODS

INTRODUCTION

As argued in Chapter 3, one of the major contributions this study can make to the
literalure on continuity and discontinuily in crimunat offending pattemns is derived from
the nature of the data to be used in the forthcoming analyses. No other published
research to date analyzes such a large sample of this nation’s most serious youthful
offenders over such a long period of time. Tlis chapter details the methods and dala to
be used in the analyses presented in Chapters 6, 7, and 8. Again, our data consist of
information on three samples of males released from the California Youth Authonty in
(1scal years 1981-82, 1986-87, and 1991-92.

The first section of this chapter desenbes the data sources, the specific vanables
to be used in the datassts, and the limitations of these data. This section also contains a
description of how the final analylic samples wera constructed. We concluds this chapter
with a discussion of the statistical methods employed in this study; this section will
include a description and comparison of the finite mixture or semiparametric random
effects models of Nagin and Land (1993; Land and Nagin 1996; Land &t al. 1930) and
parametric random effects maodels.

Before we describe the data and methods to be used here, let us briefly review and
embellish where needed, the process of becoming a ward of the CYA. Recall that duning
the period of time in which 1he three samzles emploved in this study where under
supervision, youthful offenders were commutted to the CY A as one of three Groad
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commitment types {State of Califomtia 1993): juvenile court, adult count, apd the adult
state prison system. Juvenife Court Commitments were juveniles between ages 11 and 17
at the time the cniminal offense occurred, adjudicated 1n juveniie coun, and then
committed directly to the CYA from the juvenile court (State of California 1993). Aduit
Court Commitments occurred in one of two ways, either as juverniles remanded to adult
courl or as young adults committed directly to the CYA. Juveniles onginally remanded
to and convicted in adult criminal court could have been found amenable for treatment in
the CY A if they were not sentenced for an offense carrying a life term.! Young adulis
between the ages of 18 and 21 could have been found amenable for tecatment in the
CYA. Both of these commitment types from adult courts were still considered “regular
YA™ cases, were assigned a normal 3-digit CY A number and were subject to the
junsdiction of YOPB. In 1982, however, voters of California passed Proposition 8 that
prevented direct commitments from the aduit criminal courl for those offenders between
the ages of 18 and 21 who were convicted of a “senious felony.” Before the passage of
this propaosition, about 50% of the comnmitments to the CY A were adult referrals. The

passage of this proposition served to reduce the percentage of the adult court referrals.?

' Whether a juvenile will be remanded/waived to the adult system depends on the outcome of the “fitness
hearing,” as prescribed by Section 7U7 of the Calitornia Welfare and [nstitutions Code. W is this hearing
that determines whether the juvenile will be sreated as either an adult or a juvenile. [n t9E2, the public
became concemed that the mans fer of juveniles to adult court was too complicated, and thus a serics of
legishative changes in 1932 changed the nature of the fitmess hearings, The legislative changes to Section
707 of the California Welfare and Institutions Cod= meant that juveniles who were over the age of 16 and
accused of stnous/violent Itlonies were now deemed 1o be aafit for reatment in the fuvenile justice svstem
if they failed on any of the fellowing five factors {Humes 1996} (1) crimdnal sophistication; {2} potential
for rehabilitation; {3} previous delinguent bistory; (4} success of previous attempts at cehabiluation; and {5}
the gravity of the currend offensels).

* For example, in 1990 the CYA pagulation was composed of 35.2% juvenile court comnutments and

44 8% were adult court comumitment. Dy 1935, the comresponding percentages were 389 and 442, and in
1993 they were 81 and |9 (adult count comuutmepts here include both snaight commitments and M Cases)
(ziate of Cabdomia 1993, Legislative Anzlvses Ofhee 1996) Dy December 31, 2000, 1he population was
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Finally, state prison commitmenis housed in the CY4 (known as M Cases) refer to
a category of oflender who was under the age of 21 {including both adults and remanded
juveniles) at the time he/she was semtenced to the California Department of Cormections
(CDCY. These offenders from adult criminal court were “housed” in the CY A if they met
a number of condilions, including (bu! not Limited to) space avattability, availability of
adequate facilities, no history of aggressive or assaultive behaviors in prior correcbonal
programs, not already a paroles of the CY A, not having previously been found pon-
amenable to treatment by the CY A, and not previously discharged as a ward of the CY A,
At any point in time, an M Case could be immediately transferred to the Califormua
Department of Corrections (CDC) if they were found to be either a threat to institutional
security or “intractable.” The YOPB did not have formal jurisdiction over the M cases
(or housing cases) and thus these offenders did not make formal appearances before the
YOPB. This possible pathway to the CYA began in 1983 as a response to Proposition &.
that explicitly prohibited the commitment to the CY A for offenders sentenced in adult
court for the commission of a senous [elony {e.2., felony (ndex cniimes).

Figure 5.1 depicts six possible routes into the CY A for both Juvenile and young
adult offenders in our samples. The far left path in Figure 5.1 (Route 1) depicts the
pathway for the juvenile offenders found “[it” for juvenile courd and commitied Jirectiy
io the CYA. The other two pathways reflect how juveniies {under the age of 18 found to
be “unfit” for reguiar juvenile courl and “waived/remanded” to adult courl ended up 1n

the CYA. Prior to 1982, juveniles remanded to adult court could have subsequently been

95 4% ruvenile courl commetmets, with 3. 4% straipght aduit count commutments and |44 M Coaes
(Legisfative Agalysis Office 2001}
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committed to the CYA as a direct adult court commitment regardless of the commitment
affense {excluding any offenses carrying a life sentence), as long as they were perceived
to materially benefit from treatment in the CYA. This pathway is the middle pathway for
juveniles depicted in Figure 5.1 (Route 2}, The right-most pathway for juvenies deptcts
one that opened up in 1983 as a response te Proposition 8 thar explicitly prohibited the
commitmant ta the CY A for offenders sentenced i adult court for the commission of a
senous felony offense (e.g., Index crimes). Thus, one segment of the “M case”
population during this time neriod were juvenile offenders (less than age 18 at the time of
a serious offense) who were found *unfit” for regular juvenile cowt. Soch individuals
were then remanded to and convicted in adult court and subsequently sentenced to the
CDC and then finally ordered housed in the CY A (Route 3).

The right-hand side of Figure 5.1 depicts three routes to the CYA for young adult
offenders. First, young adult offenders convicted of a relatively non-serous offense 1n
adult court could have been directly committed to the CY' A as an adult court commitment
{Route 4). Otherwise, if one was sentenced before or afier Proposition 3, young adult
offenders could have been commitied directly to the CY A if they were deemed amenable
to treatment (Route 5) or they could have been “housed” in the CY A 1f they mel strict
regulations and qualified as an “M™ Caze (Route 6). Incidentally, legislation passed in
1996 al! but eliminated this {inat path of M Case classification for young adul offenders.’

In addition to being classified according to whether a ward is commutted from the

juvenile court, adult court, or as an M Case, wards in custadv ofthe CY A are also

T This lemislation Limits M Cases housed in the CY A ta those under agz 18 2t the tenne of seniening or
ihose that have a potential cefease doie set by the COC to be prior to age 21 Prior 1 dis legaslanoa, M
Cases could have been boused at the U7 A unul the age of 23, M Cases that vl nu bz released before aus
21 are ogw avomatically trensferesd o the CDC at aae 18 (Legistnve Analvsis 017000 2000y
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classilied on the basis of three broad additional categonies: (1) first commitments, (2)
parofe violators, and (3) recommitmenis. First commitments are wards commatted to the
CY A for the first time. Parole viclators are wards previously incarcerated in the CYA,
then released on parole, and who have had their parole revolked for a violaton{s) of the
terms of parole {(e.g., arrest for 2 cnminal offense, gang activity, positive drug test, failure
to be emplayed, AWOL), Finally, recommitments are wards previously commitied to the
CY A, released trom the CY A, and then subsequently recommitied to the CYA againfora

new criminal offense,

Having reviewed background information on the CY A as an institetion and
identified the vanons pathways by which ap individual can be inzarcerated in the CYA,
we can now turmn to describing the thiree release samples that constitute the data sets

employed in the analyses of this study.

THE THREE RELEASE SANMPLES

The data used in this study consist of three samples of California Youth Authonty
wards. Noman Skonovid and Rudy Haapanen of CYA’s Research Bureau had
previously collectzd the data (or the two earliest samples (1981-82, 1986-87) {Skonovd
and Haapaaen 20003, the data for the 1991-92 sample were collected by Michael Ezell,
Lawrence Cohen, Norman Skenovd and Rudy Haapanen (with funding for the data
collection provided by the National Instituts of Justice)." To muintain consistency across
ihe three sumpies, the 1991-92 sample was coded according to the same rules and

procedures used in collecting the two prior samples. The only differences in the initial

* I3 Grant Number $93.-CE.. VX --0075,
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coding rules and procedures employed were with the data on prior ciminal history (as
descnbed below).

The two earliest samples are based on data collected on 2,086 wards released
from the California Depariment of the Youth Authonty institutions in fiscal year 1951-82
{July 1, 1981 — June 30, 1982) and 2,073 wards released in hiscal year 1986-37 (July |,
1986 — June 30, 1987).° Iniiially a random sample of 2,200 wards was drawn from the
4,425 wards released from Youth Authority institutions in fiscal year 1931-82 and
another 2,200 wards from the 3,048 wards released in fiscal year 1986-87. Of the 2,200
wards 1n the 1981-82 sampie, |14 cases were removed from Lhe study because their
records were “court-ordered seals” which prevents any access to their files.® This
resulted in a 2,086ward data [le for the base-line data set. Of the 2,200 wards in the
[986-B7 sample, 122 cases were removed for the same reasons. This resulted ma 2,078
ward data [ile for the second data set. Together, these two samples provide records on
4,154 individual wards.

The arrest data for these two samples onginally were only available through
December 31, 1991 for the 1981-82 sample and December 31, 1990 {or the 1986-87
sample. We have, however, updated the arrest data for these two samples through June
30, 2000. This adds about ten years of additional arrest data to these two samples.

The 1991-92 sample is based on data cellected on 1,527 wards released from the

California Department of the Youth Authonty institutions in fiscal year 1991-92 (July 1,

* Throughout this study, the term “sample stay” is vsed Lo refer to the incarceration period in The CY A that
resulted in the ward being released during the samping iime frame. The date of releass for the sample stay
was the key deficung slement that resulied in the ward being included m one of the sampies

" Whena CYA ward's records are ordered “'sealed” by the court, the ward's CY A Naster Files are scalsd
and the ward's 3-digit " A number” is replaced with an 5 and F digits (2.5, 30007). Law then prefubin
access to the ward's juvenile offending histary and O A Master Fite,
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1991 - Fane 30, 1992). Initially, a random sample of 2,198 wards was drawn from the
total of 4,030 wards released from Youth Authority institutions in that fiscal year.” OF
the 2,198 cases, 13 of the sample members were subsequently removed because their
records were “court-ordered seals” (resulting in an initial file of 2,185 cases).

Tmportantly, prior to beginning the formal coding on the 1991-52 sample,
concems argse over possible time and budget [imitations given that cases were taking
longer to code at the culmination of the training sessions than previously estimated. The
decision was made that guaranteeing accuracy of the coded cases would be of greater
value compared {o the speedy collection of data for the entire 2,198 cases. Accordingly,
a random number was assigned to each case in the sample at the cutset of the formal
coding process, and cases were then coded according to their random number (rank
ordered from lowest to highest). This ensured that at the end of the available time
allotted and available financial resources, the resulting sample would still be @ random
subset of the initial sample. At the point in time when both the time and financial
resources had been exhausted, 1,527 of the onginal 2,198 (70%4) cases had been coded.
Thus, the final file for the 1991-92 sample consisted of a total of 1,527 wards.
Comparisons of the wards whe were coded with the wards who were rot coded indicated
no significant differences i terms of ethnicity, county of cormumitment, commitment

affense, court of commitment, and the probability of arrest after release from the CY AR

" The sample imt:aliy had 220 cases in it, but two individuals weee sampled twice because they had been
released twice during the sampling time ffame. We only allowed each of these individual's one record in
the data fife, and we selected the later release date for these two individuals. The [zter release data was
sefected 5o as w0 not artificta’ly create a very rapid failure time, which would have been assured if [ had
chosen the earbier reiease date.

*The comparisons were mads based oo the fact that some variables were available regardless of whether
ihe case was coded becauss certain informaticn is always gathered and maintained by the CY A gn all

196



The fact that the coded cases did not appear to be significantly different from the
remainder of the initial samp!le on any cntical variables is not surprising given that 70%
of the initial sample was coded and that the cases were strict!y coded according to their
random pumbers; thus, the “randomness” of the file was maintained even though the
entire sarmple 1mitially drawn could not be coded.

We have also updated morlality data for the two earliest sammples and collected
original morality data on the 1991-92 sample though December 31, 1999, The peossible
mortality of the subjects in this study is imporiant for two reasens. First, we did not want
a ward to appear as “arrest free” simply as a function of their death. Thus, wards who
had died were removed from the risk of arrest after the point in time at which they were
found to have been deceased. Second, as arpuzd by Gottiredson and Hirschi (19%0: 34),
individuals with Jow levels of self-control should experience “death at higher rates than
the general population.” Analyses by Dobrin (2001} showed (not surprisingly) that
individuals with criminal arrests in their backgrounds have a grealer chance of dying by
homicide compared to individuals with no criminal arrests w their backgrounds.
Preliminary analyses of the previously collected moriality data on the two earliest data

sets analyzed herein lend some credibility to this assertion as well (see Lattimore et al.

1997).

wards whao are committed ta their facilities, This information was available electronivelly through the
GRITS (Qifender Based Institutional Tracking Svstem) computer systerm of the CY A Further, since the
arrest data for the period of time altcr the sample release was obtained elecironseally, we did obsain the
past-telease coominal bistory data for all of the onginal 2,186 cases {that Mad avasdokle post-release crirunal
hastory daea)
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DATA SOURCES AND YARIABLES

The sources of information that were used to collect the data vaned according to
both the type of data element and whether the data element was referring to a
charactetistic or behavior prior to or after the date of release from the CY A that resuited
it the ward being included in the sample. We will refer to these two diflerent segments
of the data collection process as the “pre‘re.laase" and the “post-release” periods. The
key division point is the date of release for the “sample stay,” which refers to the specific
incarceration or “stay” at the CYA that resulted in the ward's inclusion in one of the three
samples. The “pre-release™ period refers to time prior to the sample parole release, while

the “post-release” period refers to time afler the date of release.

Pre-Release Data: Case Characteristics Information

Daata for the pre-release period on the characteristics of the cases were collected
from two sources: (1} Youth Authority’s electronically stored information on the ward
and (2) Youth Authonity’s “hard copy"” ward Master Files. From various computer [iles
within the CYA and the CYA's Offender Based Institutional Tracking System {OBITS),
data were obtained for the following variables:

o  Date of admission and refeqase for sample stay

e Base commiiment offense (e.g., adjudheation for murder, forcible rape,

burglary, robbery, grand theft auto)

o Admission starus {{irst commitment, parcle violator, recommitment)

o Date af birth

o Jender
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s Ethnicity (White, Affican-Amencan, Hispanic, Asian, Native American,
Filipino, Pacific Islander, Other)

o Cowrt of compitment (juvenile counl or adult criminal court)

s M Case (CDC “Housing” Case)

+  County of commitment {&.2., Los Angeles, Sacramente, San Diego, San

Francisco, Alameda)

s  Major C¥A infractions (known as DDMS violations) for such things as

fighting, neting, assaulhng another ward or staff member, gang activity,

and drug use.

The second data source s the individual, hard copy Master File completed for
each ward. The Master File contains all available prescribed program and parole data, as
well as data pertaining to the ward's entire medical, educational, psycho-social, and
criminal history up through the date of discharge from Youth Authority’s jurisdiction.
Records concerning the ward’s behavior and characteristics are required to be included
with the ward's commitment papers by California Welfare and Institutions Code #1741

the judge before whom the person was tried and committed,
the district attomey or otber official who conducted the
prosecution, and the probation officer of the county, shatl
obtain and with the crder of commitment furnish to the
authority, in writing, all information that can be given in
regard to the carser, habits, degree of education, age,
nationality, parentage and previous occupations of such
person, logether with a written staternent to the best of their
knowledee as to whether such a persen was industrious, and
of good character, the nature of his associates, and Ris
dispasinion.
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Expenenced coders reviewed and coded relevant data from the following types of
documents: police, probation, and courl reports, Youth Authority stafl reports and
documents, consultant reports and evaluations, and letters and appeals. Information from
these sources was coded according to uniform guidelines, The Master File was the major
source of information regarding the prior behavior and characteristics of the cases.”
Information regarding prior cniminal record, as well as family background, substance
abuse, gang activily, and pnor placement information 15 either not available in CBITS or
1t 1s not as complete or accurate as that contained in the Master File. The following
variables were coded from the detailed information contained in the Master Files:'

o Family viclence: Evidence of vielence among the family members {not including

the ward}.

o  Parental alcoho! or drug dependence: Evidence that the ward’s parents or

guardians have an alcohol or drug dependence problem {e.g., arrests for drug
offenses, been in treatment for drugfaleohol probilems). Social drinkineg or
occastanal manjuana use was not recorded as evidence.

o Parental eriminality: Evidence the ward's parents have been previously invelved

in cnminal activity (e.g., prior arrests or incarcerations}. One arrest for drunk

driving was not recorded as evidence,

*The Master Files that were coded ranged from several hundred pages (smziler Master File) 1o several
thousand pages (larger Master Files). One Master Fiie wn the 1991-1992 sample contained 11 inches of

papet repons,
b the following descriptions, "parental’ indicates the ward's parents unless the parents are no loager the

guardians of il ward. Eo that case, parental refers 1o the ward's guardians.
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s Sibling criminalitv/delinguency: Evidence the ward’s siblings have been

previously involved in ¢riminal or delinquent activity (e.g., prior armests or
incarcerations). One arrest for drunk dnving was not recorded as evidence.

v Pavental lack of supervision/neglect: Evidence that the ward was not adequately

supervised or ward was neglected by his or her parents (e g., ward was removed

from custody of ;*:arr:nts due to the behavior of the parsnts; “parents do not know

where the ward is usually™).

» [neffeciive pareniad control: Evidence that the parent’s had ineffective or

inconsistent control over the ward (e.g., ward arrested for being “out of control”
or noted in probation as being “out of control™). Naturally, since all of the wards
in these samples were arrested for criminal offenses at ieast ence, arrests for
cnminal offenses were not recorded as evidence of being beyond the conlrol of
the parents.

»  Phusical abuse: Evidence that the ward has been subject to either extreme
punitiveness or physical abuse (¢.g., parent arrested for abuse of the ward; severe
whippings; spankings that cause injury). Spanking alone {without injury) was not
recorded as evidence.

» Sexual abuse: Evidence that the ward has been subject to sexual abuse by others
{c.g., molestation, intercourse with adult persons, adjudicated sexual abuse case),

® Drucabuse: Evidence that the ward abuses drugs (not including alcohol).

Fxperimenial drug or chemical use was not recorded as evidence of drug abuse.
Daily or lrequent use of hard drugs such as cocaine, PCP. and heroin, and

“sniffing” were recerded as evidence,
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» Gong member/association: Evidence that ward associates with gang members,

participates i gang activities for self-protection, or is a fully paricipating “gang
member” that engages in “gang banging.” Ofien could be identified by the
presence or nature of their “moniker” (g.g., “Little OG™), previous arrests for
eang-related activities such as drive-by shootings, or the presence of gang tattoos
that denote affiliation (many of the tattoos were on the neck and hands—" 18
Street™ was tattooed across the forehead of one ward).

® Pravious viglent behavior: Evidence that ward has previously been violent,

including assaultive behavior and arrests for violent offenses.

o Schon! dropowt: Evidence the ward has dropped out of school. Evidence for this

variable included the ward not being enrolled in school, ward had not attended
schoo! for six months (even tf they have not formally “dropped cut™) while free
on the street, ward had been expetled, or the ward was persistently truant {(&.g.,

absent withoul excuse more than they are present).

Information on four other varables was also collected, but these variables were
highly collinear with the other variables described above. Since these variables merely
included redundant information, they were not considsred further in thes study. These
variables included alcohol abuse, school disciplinary problems, violent behavior while in
the CY A, and gang activity in the CYA. The specific vanables that were highly
correlated were (1) drug abuse and alcohol abuse, (2} school dropout and school
disciplinary problems, (3) previous viclent behavior and violent while in CY A, and {(4)

gang membership and gang activity in CY AL
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Pre-Release Data: Arrest History Information

The arrest history of each ward pnior to the sample stay was also compiled using

the information contained in the Master Files. As noted above, the Master File contains

all of the previous probation reporis and court records of wards because these data ate

legally required to be submtted with the court order of commitment to the CYA. Using

all of the available police reports and records, probation reports, court records, and CY' A

parole performance summary infonnation (for the wards previously released from the

CY A prior to the sample stay), the following variables were coded and checked for

accuracy for each amrest event:

Date of arrest event: The date the ward was arrested by law enforcement

personnel. In the rare situation (<1% of the time) when that arrest date was not
known, the date of the offense was coded.

Arrest Charges: Up to 3 arrest charges per arrest event were coded (i.e., some
arrest events involved multiple charges against the offender). Only behaviors that
reflect distinct law vioiations were coded as separate charges and only the most
serious charge per behavior was coded; “lesser-included™ offenses were never
coded. Forexample, if a ward was arrested for evading the police in a stolen car
afler a robbery, the three arrest charges would reflect each behavior (robbery, auto
theft, evading the police). In the cases where a ward 1s arrested for grand theft
auto, occasionally the “lesser-inciuded” pffenses of possession of stolen propery,
and unlawful takine of a moter vehicle were also filed. We only coded the most
serious arress charge per behavior, and thus this arest would reflect a single artest

e
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charge (grand theft aute). Similarly, if a ward was amrested for attempted murder,
as well as assault wath a deadly weapon, and assault and battery, we only coded
the attempted murder arrest charge {(e.g., you can’t aftempt to kill someone with a
firearm without committing both assault with a deadly weapon and assault and
battery). Allowing multiple arrest charges per arrest date 15 a more accurate way

of cataloging an individual's prior record (Geerken 1994).

As noted above, the only difference in coding procedures and rules between the
two earlier samples and the most recent sample was in the ceding of the criminal history
data. In actuality, ali distinct arvest charges for a given arrest event were coded for the
1991-92 sample, not just the thres most serious charges. This allowed us to ascerlain if
there were any biases associated with using only the three most senieus charges rather
than alf arrest charges. First, 93% of the arrest events had three or fewer arrest charges;
985 of the arrests only invaolved four or fewer ammest charges. Second, of the charges that
were drepped, over 70% invotved only charges for drunk in public, possession of alechol,
giving false information to a police officer, being under the influence of a controlled
substance, and ether “miscellaneous” relatively minor charges. There was a precipitous
drop off in the senousness of the amest charges after the third arrest charge, and 1n no
case did dropping these records result in 2 ward being misclassified as a nonviolent or
nonsenous offender. Third, among the 1,460 malcs that were coded in the 1991-52
sample, the mean number of charges was 9.62 using only the three most serious charges,

wherceas it was only 3 8 if we allowed for all of the arrest charges. Thus, using only the
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three most serious charges seems to accurately depict the arrest histones of this sample
with little possibility of bias,

To make the prior arrest data of the 1991-92 sample equivalent to the two poor
samples, we employed the same process used in coding the earlier two samples to armive
at the three most serious charges per amrest event. Although that data were coded
manually and then cntered into a computer database, we automated this process using a
computer program thet looped through the arrest charges for each event and pulled out
the three raost serious charges. TFirst, all offenses were classified according their
corresponding OBITS offense category {which ranges from §-100}, as was performed in
the two prior samples. Then, the computer program leoped through and pullzed out the
three most serious charges according to the serigusness hierarchy that was programmed
into a computer algorithm. Any charges that were ranked fourth or lower according to
the algorithm were then dropped. In 2li of the analyses in this study, only the three most
serious charges per arrest event were employed for the 1991-92 sample.

Brielly, the algomithm always considers violent oftenses the most serious charges,
then serious property offenses {e.g., burglary, auto theft}, followed by major drug
offenses {(e.z., sales and trafficking), and, finally, the least serious miscellaneous charges
{e.g., petty theft, drunk in public, trespassing). Appendix A contains a table listing the

serigusness hierarchy of the offenses.

Post-Release Data: Arrest History Information
The source of data for arrests that occur after release from the CY A for the
“sample stay” is the Autornated Criminal History System maintained by California
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Burean of Criminal Statistics and Criminal Identification of the Califorma Department of
Justice (CDOJ). This data source was used to obtain the post-release cnminal history
data because neither OBITS nor Master Files contain any relevant arrest data subsequent
to each ward's respective discharge frorn Youth Authority (which is usually, but not
always, subsequent to a period of parole). The data from this third source are known as
the California Information and Identification “CII rap sheet” information. A list of CII
identification numbers for the wards was submitted to the CDOIJ, who then compiled a
data file containing all of the information in the CII rap sheets (including arrest records)
af the wards in our samples.

When an individual is comumitted to the CY A, the ward is assigned a CII
identification number and a computerized (automated} CII rap sheet fie is initiated and
maintained by the CDOJ. When an adult is arrested in California, the arrest is reported
by the arresting law enforcement agency to the California Department of Justice (which
houses the state repository for arrest data}. Thus, any time one of the wards in the
samples was arrested as an adult, the arrest record including the date of arrest and
information on the arrest charges was forwarded to the state repository of these data, [fa
ward was released by the CY A while still 2 minor (under age 18}, the CYA reporied any
subsequent criminal arrests of the ward while he or she was a minor to the CDOJ,

The files of the California Department of Justice were searched in late November
of 2000, We perrnitted five months of “lag time” to allow sufficient time for any atresis
1o be entered by the Department of Justice into the case’s “rap sheet” file. Thus, the

arrests were censored as of June 30, 2000 and any arrests occurring between that date and
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Novembear of 2000 were not included in the analyses for this study.!! The post-release
exposure periods for the samples were between 18-19 years (depending on the date of
release) for the 1981-82 sample, 13-14 years for the 1926-87 sample, and 8-9 years for
the 1991-92 sample. The average ages at the end of follow-up period (June 30, 20006}
were 37, 33, and 27 for each of the release samples, respectively.

Ta make the post-release data eciuivalent to the prior arrest daia, we included only
the (hree most serious charges per arrest event. We exiracted the three most serious
charges using the same process described above for the 1921-02 prior arrest data. We
extracted the following vanables from the ClI rap sheet data files:

» Date of arrest event: The date the ward was arrested by law enforcement

personnel.

» Adrrest Charges: The 3 most senous arrest charges per arrest event.

Post-Release Data: Mortality Information

Mortality data on the cases in the release samples were extracted from the Death
Statistical Master Files (DSMF} of the California Depaniment of Health and Human
Services {DHS). The DSMF files are based on the death certificates completed by either
the presiding physician at the time of death, or in the case of sudder or unexpected deaths
such as homicide, suicide, or drug overdose, by the caroner or medical examiner
investigating the deaths. There is one DSMF file for each year. For example, all of the
deaths that occwired between January 1, 1990 and December 31, 1990 would be included

i the 1990 DSME file. We had access to the DSMF files for 1989-1999 2nd thus the last

Y There were 302 ammest evems that oceureed berweer July |, 2000 and Wovernber 30, 2000,
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known possible date of death for cur data would be December 31, 1999, Death dates
prior to January 1, 1989 for the 1981-82 and 1986-87 samples were obtained from data
previously compiled by Skonovd and Haapanen (2000). Mortality data are crucial for the
topics of this study since they remove an individual from being “at risk” of amrest when
no longer alive, Thus any cases that died afler release will not counted as individuals who
were “arrest free” at any age purely as a result of their mortality. As will be shown in
{Chapter 6 of this study, a sizable number of cases died (usually of homiciue} afler release
from the CY A,
From the information contained in the DSMF files, we retrieved the foliowing
two variabies:
o Darte of death
o Cause of death: Intermnational Classification of Death {ICI}) codes were used to
identify the majar cause of death {¢.g., homicide, suicide, drug overdose, accident,

auto accident, and AIDS).

Appendix B descnibes the process used to obtain the dates of deaths; this process
allowed for the identtfication of any deaths that occurred in the 1981-82 and 1936-87
samples between 1990 and 1999, and to gather death data through December 31, 1999 for

the 1991-92 release sample.

Post-Release Drata: Aduit Incarceration Information
[ue o the fact that the CII “rap sheet” files only contains accurate reports of the

dates of inrake into the state penal svstem {California Department of Correction --CDC},
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with the help of Lee Biitton, Norman Skonovd, and Rudy Haapanen of the CY A
Eesearch Bureau and Christopher Haws of the CDC, recently we were able to obtain the
adult incarceration records related to at] of the stays in the CDC subsequent to release

from the CY A, Information on the following variables was made available:

s Date of intake
«* Date gf releqse

= Compiitment Offense: Indicates the criminal oflense that resulted in the case

being incarcerated in the CDC.
**  Second Strike: Indicates if the cass had teen senlenced as a “Second Strike”

cast.

s Third Strike: Indicates if the case had been sentenced as a “Third Strike” case.

Deriving the Analytical Samples

In order to be included in the analyses in this study, there were several conditions
a case had Lo satisfy, Table 5.1 details the effects that adhering (o the conditions for
mclusion in the Ninat analytical sample had on the final sample size.

The first constraint used in deriving the analytical sample was the gender of the
ward; the anatylical sample was limited to only male wards. This constraint was imposed
for two primary rcasens. The major reason the female wards were excluded was that
there were simply too few females in each of the datasets to allow for separale models or

reliable estimation of model parameters. Table 3.1 indicates that fernales constituted only
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Table 5.1, Canstructing the Analytical Samples: Limiting the Release Samples by Sex, M Case Status, and Missing
Arrest Data, by Release Sample

Feleaze Sampls

Lt I pased 1941-82 1986-87 1991-92
T T ripinal Starting _Removed Qriginal Starting Removed Driginal Starting {M=1327)  Remaoved
Slep L: Bex
' Female B8 {474 BE (4% 28 81 (4% 81 (494) E1 BT [4%) B7 {495} &7
Maie 1998 (D) 1998 (946°%) 0 __E'?T [9E%) L2927 {JB%%) 0 2R (940%R) F460 (%) o
Talal 1086 286 15 073 2078 £l 2185 1527 &7
Seep 20 b Cise Siatug
Yo 00y 0 {0%) 0 080109 203 (108 203 220 (10%} 0 (%% 0
M 20535 (10054 1908 [100%0) 1] 1870 {90"3-6__}_ 1794 (30%) i 1963 (0P 1460 [1IN%G) 0
Taldl 2186 1908 ] 078 1997 a3 2185 | 460 0
Sten 3 Mlissang Tre
o rest [ara
Yesg 1[04 f1 (%) o 2068 {10%) 15§ (8% 151 ar- 0 {D%a) 0
Ko 86 (10084) 1998 (100553 ] LR72 {"?D“.-_*:lf]_ 1643 (9%} ] --- 1460 (100%) f
Temal 2084 (PYE 1] iy} 1794 151 - 1460 o
Stepod: Missing Post
Aaresl [
Yoy B 10.4%) 70 1%E) 7 L& (12%4) 200 {12%) 200 11 (3% 26 {2%) 4
Mo 2078 {39.6%:) _ 1991 (59.6%) O LB (B840 1443 (8B4} ] 2174 {9794) 1434 (98 %) ]
Toral 2088 1948 7 207 1643 200 2145 1460 26
Sheps 3. hlissing
Pregidy [ae
Yes ERURHHIEIN 200.001 2 0 {145} g (0% q G (0% 0 (6% ]
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Tl Arlytivcal Sample 1989 1443 153

Pt The nyobe s bold wdicate the feequency {percentage) of cases at st ae avalable a1 the “siart” of (ke next limmng sep.



about 4% of each sample (n=88, §1, and &7 for the 19%1-82, 1986-37, and 1991-92
samples, respectively).'?

A lesser reason why the females were exclueded is that there i1s much empincal
evidence that shows that male and female offending pattems are not equivalent (for
example, see D'Unger et al. forthcoming). Thus, we preferred to exclude the female cases
Entirﬂr}f. Tt weas clear during the coding of the 1991-92 sample that there was a marked
division between the offending patterns of the maies and females, with the offending
patterns of the male wards indicating significantly more frequent, more scrious and more
violent behavior. This is not to say that the females in the orginal samples were not
serious andfor violent, but just that compared to thz males in the sample they were not as
violent and/or serious offenders. Comparing all of the males in the samples to all of the
fermales, the mean number of prior criminal arrest charges was 9.80 for the males, and 1t
was 6.8 for the femaltes. Similarly, 90% of the males in these three samples were aested
in the post-perind, whereas 76% of the females werc ammested. However, the offending
pattems of the females in these samples compared Lo typical females in the general
pepulation are cerlainly both much more frequent, more serious, and more violent; this
was especially true for the female wards who were gang members. Nonctheless, the
fernale cases were removed at {his point, and the sample sizes at the end of this step were
1,998 {1981-82), 1,997 (1986-87), and 1,460 {1991-92) respectively,

The second constraint imposed for inclusion was that only the cases that werc

“regular’ CYA cases (i.e., directly committed to the CYA) would be included in the final

¥ Remaoving the females with missing arrest data further reduced these airzady smali samples. Furibar,
cecall that only 1,527 cases were actuzlly coded in the 1991-92 sample  Ofthess 1,527 cases, only 67 of

them (49%) were fermales
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analytical sarmple. Thus, M Cases were not included in the {final analytical samples.
Recall that M Cases are the California Departiment of Correciions commitments “housed”
in Youth Authority facilities {i.e., juveniles who have been "waived” to the adult criminal
justice systern or select young adult offenders). Due to the fact that M Cases are not
subject to the YOPB control, they do not have extensive clinic sumnianes and Youthful
Offender Parole Boanl-relaled records in their Master Files. Thus, because the M cases
are not Youth Autherity commitments they are not subject to supervision by this parole
board, Since they were not subject to overview by the YOPB, their Master Files are
missing the reports and documentation that coatain the necessary information for
some/manyfall of the background characteristics recorded here. Thus their of(ending
patterns were not descnibed in the detail like the regular CY A cases (that are subject (o
the YOPB supervision). It was impossible to code these cases with the same detail and
attention that was given to the CYA regular cases."”

4s shown in Table 5.1, roughly 10% of the initial 1986-87 and 1991-92 samples

were M Cases released from the CY A institutions during the respective fiscal years. As

" It also bears noting that there are not anly selection effects that determine what cases would end up in the
CYA as M Cases, but since all M Cases are subject to immediate transfer to the CDC if they misbehiave and
threaten mstitutional sacurity, it s likely that there are even heavier selection e ffects determining what M
Cases ace released from the CY A in a given year. The M Cases that would be released frum the CYA
would be the best-behaved M Cases—the problem M cases wuuld have already been mansferred to the
CDC. In faci, drawing on our experiznces while we were al the CY A cotlecting the 1991-92 sample, we
would suspect that the 8 case population at intake is net very different rom the general TV A pupulation
(which is why the end up being “housed” there in the first place), but the M cases that do not get transfered
to the CDC and zomplete their sentence while housed in the CYA would have marginally better chances 1o
remain arrest free after release than would the regular CY A cases {becouse of the selechion effects
detenrumng what M Cases are left ar the end). [o fact, since the post-release {follow-up) arrest data weas
gathered electronically, we did have the post-release acrest data for both the CYA regular cuses and the M
Cases, and analyses of failure rates for the two geoups in both samples with M Cases supparted thes
positian. For the male regular CY A cases released in 1986-87, 91% of them had been armested at leas! onue
by June 30, 2000, whereas 3% of the male # Cases inthat sample had bren arrested. For the 1991-92
cases, the comesponding amest percentages as of Junz 30, 2000 were 89% (mals szguiar CY A cases) and
R0 (male M Cases)
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noted above, both budget and time constraints were a problem with the coding of the
1991-92 sample, and as a result the decision was made that the M Cases would only be
coded pending available time and budget resources aller coding of all regular CYA cases.
This decision was made after extensive discussion with CY A Research Bureau personnel
witlt considerable expenience with CY A daster Filcs and after we reviewed the CY A
.Mastar Files of 10 randomly selecied M Cases. Qur review of these 10 cases indicated
that they could not be coded with the same accuracy and detail {inc!uding lhe arrest
historics) as the regular CY A cases. Thus, none of the 220 M Cases in the onginal 1991-
92 sample was coded. As shown in Table 5.1, afler temoving the M Cases (that were
coded) from the 1986-37 sample that entered thus step, the resulting sample size of the
1986-87 sample was now 1,794 {1936-87); the samples for the [981-82 ard 1991-92
samples were unaffected by this step either because there were o M Cases in the CY A
population (1981-82) or because the M Cases were not initially coded (1991-92).

The next two constraints required for inclusion in the final analytical sample
concerned whether any of the “pre-relcase” and “post-release™ arrest data were missing.
Cases were not included if they were missing the poor criminal arrest history, This
tumed oul to be a major problem only for the 1986-87 sample. Of the 1,794 male,
regilar CY A cases that entered this step for that sample, 151 (8%) were found to be
entirely missing their arrest histories. Skonovd and Haapanen (2004} did not find any
apparent pattern of bias related to whether or not a case was missing their pnior arest
history. We did not code these data, and 1t is beyond our speculative powers 10 assess
why these cases are missing their arrest data, Our analysis of the probabiiity of arrest in
the post release perod indicated that the cases missing their prior arrest histones were

213



more likely to remain arrest frec in the post-release period than were those cases with
available prior arrest data.  Eighty-six percent of the cases missing their pnor arrest data
were arrested afier release, whereas 92% of the cases not missing theiwr data were arrested.
Thus, both of these groups experienced what might be called “excessive failure rates,”
but one group was marginally more excessive than the other.

Cases also were not included in the final analytic samples if we did not have
access 1o their Cl “rap sheat” armrest data for the post-release period. There are a variety
of reasons why an individual's CII identification number would not be available at a
paint in time after their release. Sometimes a ward’s CII Identification Number (which 1s
attached to their ingerprint) is not entered into the OBITS system because it is not
known or available, and occasionally records are purged from OBITS (as a result of
discharge from the yurisdiction of the CYA) prior to retrieviag their CIE number. The
OBITS system was used to obtain the CII identification numbers that were submitted to
the CDQJ, and thus if the CII identificution numbers were missing in the OBITS system,
the CIl rap shegts for those wards could not be obtained. Missing Cll identification
numbers were only a problem in the 1986-87 sample, with 200 cases {out of the 1,643
that entered this step of the construction of the analytical sample) dropped because we
had no access to their post-release amest information. The number of cases dropped for
the 1981-82 and 1991-92 saimples was 7 and 26, respectively.

[t appears that CIT numbers were unavailable for some wards i the 1936-87
samplc because their OBITS records had already been purged (due to their prior
discharge) when the CII identification numbers “or this sample were obtained. This

occurred when the sample was 1nitially drawn (Skonovd and Haepanen 2000 We
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compared the prior arrest histories of those missing arrest data and those not missing this
information and found that the cases missing their Cll numbers (and thus missing their
post-release arrest data) had a higher mean number of pnor arrest charges. The cases
missing (n = 200) their post-relcase data had an average of 11.7% prior arrest charges for
criminal offenses, whereas the proup (0 = 1443} with CII numbers intact averaged 10.22
prior arrest charges. Further, a comparison of parcle per{ormance between the two
proups indicated a sunilar ﬁnding: 90% of those missing thetr CII numbers were given a
“Dishonorable Discharge™ (and only | earned an “Honecrable Discharge™), whereas 78%
of those with valid Cil data were “Dishonorably Discharged” (9% of them eamed an
“Honarable Discharge.™).

Tt is simply impossible to reliably impute a longitudinal paitern of arrest charges
{aver an extended segment of the age distribution) for cases that were missing either the
prior or post-release arrest information. Thus, cases missing either of these portions of
their eriminal arcest histories were excluded from the final analyiic samples. Missing
arrest data proved not 1o be a problem for either the earliest (1981-82) or the latest (1991-
92) release samples. For the 1986-87 sample, however, we suspect that, on average,
there is little bias that results from missing data because an examination of those in the
sample with and without missing arrest data were equally distnbuted among the highest
and lowest parole failure risk offenders. Perhaps more imporianily, 1t bears noting that
even the lowest risk cases in these samples still have incredibly high failure rates.
Complate arvest information was available in both the pre- and post-arrest periods for

over B0% of the male CY A reeular cases. Afler remmoving the cases missing arrest data in
= [l =
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elther the pre- and/or post-release periads, the resulting sample sizes were 1,991 {1981-
§2), 1,443 {1986-87), and 1,434 {1991-92) respectively.

Twao of the males 1n the 1981-82 sample were reported to have died, but the dates
of their deaths were not recorded. Neither of these individuals had any arrests in the post
period; these two cases were dropped since it was unknown how long they were on the
street before their deaths.

Afler removing the cases that failed one of the five steps in the hicrarchical
process, we obtained the {inal analylic samples that are used in the analyses presented

hercin.

Data Limitations

Before concluding this section on the nature of the data used in this study, 2
discussion of the possible limitations of the data is necessary. The first limitation of this
study Is that both the arrest and mortality data only use records from the state of
California. To the degree the wards migrated outside of California and either died and/or
were arrested elsewhere, the data will undercount the extent of these outcomes. We do
nat feet this 1s a fatal limitation within the senous youthful offender population studied
here, however, for twe reasons. First, most of these wards {over 95%) show-up in one of
the sources of daia in the post-release penad (i.e., they either died, were arrested, and/or
were incarcerated in California at some point duning the post-release period). Secend,
many of these wards were often on parole in the post-release period (either from the CY A
or the CDC), and thus most of them had conditions of parale relzase that prohibited them
from leaving the state of California without permission of their parole officers (not 1hat
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they always cbeyed the conditions of their parole). Nonetheless, it is necessary to keep in
mind that these data refer only to records fram the state of California and thus may
underestimate artest (and mortahity) particwlarly if they accurred outside California,

A second timitation of this sludy is that the analyses are based entirely on official
criminal _]:ustice data (i.e., amrest records). There are no self-repon data avatilable for these
samples. The strength of self-raport data is that it may allow for the investigation of
hidden criminal activity pattems that do not depend on the oflender being apprehended
by law enforcement ofificials. Offictal arrest data, on the other hand, are entirely
dependent on apprehension, and thus oiTenders who are actively offending but never pet
arresied do not appear in the official data records as an offender. To the degree that the
wards in this sample were committing criminal acts and were not being amrested for them,
the analyses here would understale the extent of their cniminai activity, There is little
doubt that the individuals in our samples committed many enmes for which they were not
amested, but there are three points that counter the argument Lhat this limitation i5 a
serious impediment to our analyses. First, the majority of studies comparing self-report
data to official arrest data find that these offenders who report the rost frequent and
senious offenses are also consistently the most frequent and serious offenders in the
official data (see, e.g., Hindelang et al. 1979, 1981, Huizinga and Elliott 1986, Famrington
1939). As Famrington (1989: 418) notes, self-report and olficial data generate
“comparable and complementary results on such impoeriant topics as prevalence,
continyity, versatility, and specialization in different types of offenses.” Secand, setf-
repont data are not without cnticisia, especially with respect to the topies of interest in
this study. Recent criticisms of self-report data include issues sumounding bath the
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validity of these data {(Piguero et al. 2002) and the reliability of using self-report data to
examine within-individual changes in the relationship between age and crime {Lauritsen
1998, 1999).

Thitd, collecting self-repor data that would allow one to examine the issues
addressed in this study and to make reliable generalizations concemning the population of
sencus youthful offenders would be bath economically and practically infeasibie. Recall
that the wards of the CY A represent less than 3% of the known {armrested and processed)
delinquents in the entive state of California. If one only wanted o study issues related to
the development of entminal olfending patterns of these sericus offenders as they age, the
im’ltiai sample size that would be required to encapsulate a considerable number of sengus
offenders (that are comparable to the CY A wards) in a sample would have to be so large
that the research would be economically infeasible, This is especially true when you take
into account that in order to reliably record the seif-reported oflense pattemns at any given
age, the interviews, beginning in early childhood, and would have to be conducted
annually {across the entire state of Califomia).

Certainly, some researchers would not agree with this conclusion, and befieve that
serious violant oficnders can be studied tiwough self-report data found in samples of the
general population. For example, Elliott (1994: 17} has argued that “truly seripus violent
offenders are inctuded and retaimed 1n longitudinal general pepulation studies. [n fact,
persans with arrest histories and incarceration experience are among the most casily

tracked, and seldom are lost in longitudinal studies.™'* Qur experience with the CYA

" Thers nio dosbi s 2 qualiianve divide beiween what Elest {1954 calls serious vielen! offenders and the
youthful offenders inthe ©Y 4. To make this point clear, consder the followine. Elhort (1994 18] noted
thas by ave 27 there was a 309 cumlative prevalznae rate of serious vicl=or effeading {ic., admitting that
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data ysed 1n the presents study leads us to question this conclusion. The sericus youtinful
offenders in our samples are the hardest of all oflenders in the state to lrack because they
are often literally and figuratively “under the gun™ of law enforcement officials, and thus
often can't be found at home. They are not hard to track 1n the sense that they have high
migration rates across state lines, but this doesu’t mean they are easily tracked witlun
their neighborhoods (and many researchers would not dare enter some of these
neighborboods at night or even duving the day). Let’s suppose that you could easily
locate them. These individuals both by their nature ard legal status would prohably not
be open to the intrusive questioning by researchers about the patierms of their cruninal
activity, even after assurances of anonymily. Many of these individuals are the very
same peaple that had to be contained in metal cages in order to be taught by a CYA
teacher (who wears a fak jacket for protection durning instruction). These individuals
olten have problems maintaining scheduled appoiniments with their parole officers under
the threat of a Toss of their freedem (and they are ofien AWOL for penods of time whale
on parale). Thus, the idea of scheduling a self-report interview and actually obtaining
accurate data {that deals with very sensitive information regarding their offending
behavior) seems an unrealistic expectation in our opinion. There simply 18 no better way
to study this population than through the use of official data. Thus, one ef the suspected

limitations of these data {1.¢., official data} may actually be s main strengtiv.

they had dane something sericusly viodest suci as “attacking someone with the idea of seriously husting
them™) in the Mationaf Youth Susvey. In the samples used in s study, by the end of the follow-ap §2% of
the cases had been ervesepd for 2 serious viplent offense (2nd 2verayed 3 sericus vialent arrest charges such
as homicide, 2ggravated assault, armed rabbery, rape, and sedamy); funther, roupkly 10%, ol cach sampie
had a [east ore fawticide arrest charze an their rocords.
7
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METHODOLGY

This section descnibes the analyltical methods employed in this study. In this
section, we [irst ignore the spectfic analyucal goals addressed in Chapters 7 and 8 and
generally discuss an issue of fundamental unportance to this study—modeling a
dependent variable that is a count vaniable in the presence of repeated measurements. At
the conclusion of this section, we will return to the spectfic goals of Chapters 7 & 8 and
explicitly discuss the specific analylical approaches to be undertaken in each chapter and

the specifications of the regression models employed therein.

The Dependent Yariable

The dependent variable assessed in Chapters 7 and 8 is the couni number of
criminal arrest charges af each age for the members of the panels. This count variable
does not include arrest charges for probation violations {e.g., program failure, out of
control}, parole violations {e.g., positive drug test), or traffic offenses (e.g., driving
without a license, driving with a suspanded/revoked license). Instead, the dependent
variable only counts arrest charpes reparding the offenses that were more “seriously
criminal™ in pature {e.g., homicide, robbery, burglary, theRt, drug traflficking, possession
of a loaded firearm}).

Tn the statistics literature, data tike that employed herein are known as wnbalanced
panel datasets because the cases in the samples have varying numbcers of records in the
final analytie files. The longitudinal offending sequence for each of the wards began at

age 7, and the sequence ended with the final age at which the case was known to be “at
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risk."® For most of the cases, the final age at risk was determined by the end of the
follow-up period {June 30, 2000), but for some cases the (inal age was determined by the
age at death. Given that the wards were of varying ages at the time of release from the
CYA for the “sample stay” {i.¢.. the stay at the CY A that resulted in the ward’s inclusion
it the sample), the maximum age at which each ward’s criminal arrest history was
available could also vary substantially. Ages during which the wards were incarcerated
in the CYA for the sample stay were removed from consideration of the nisk of arrest.
Appendix C contains a table with a detailed descoiption of the percentages of each sample
that had availabie criminal arrest historics at each age; here we simply present a brief
description of the number of “periods” or “ape years” {(hereaiter referred to as “data
points™) that were available for analysis in each sample.

Forthe 1981-82 samptle, age 43 was the maximum age at which a respondent’s
criminal arrest history was available, and roughly 50% of the sampie could only be
observed through the age of 37. The number of data points used in the panel analyses
varied from a minimum of 9 to a maximum of 37, and the average number of data points
was 30.

For the 1986-87 sampte, the oldest age at nsk by the end of the follow-up penod
was 38 and only 50% of the sample was available for study afler the age of 33, The
minimum number of data points available for analysis within this sample was 11, the

maximum was 32, and the average number of data peints was 20,

' About 5 cases in each sample experienced their frst amest ovent ot age 6. To keep the absglule sizz of
the datzsets to a mynimum. tinse arrests chirges wese picluded inthe aee 7 count for tose cases.
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The oidest age at which a case’s criminal arrest history was available for study in
the 1991-92 sample was 13, and the arrest histories for 50% of the sample were only
followed through the age 27. The minimum number of data points available for analysis
in this sample was 10, the maximum was 27, while the average number was 21.

The dependent variable of this study (arrest counts) has two properlies associated
with it that must be appropriately taken into account in any statistical model: (1)itisa
nonnegative count variable and {2) the data structures contain multiple observations per

case {i.e., there is a lack of independence). We deal with each of these issues in turn in

the following two sections.

Madeling a Count Variable: The Poisson & Negative Binomial Regression Models
Given that the dependent variable in this study 1s a nonnegative count variable,
the methods of analysis employed here must take into account the discrete nature of this
variable.!® If we were to apply standard OLS linear regression models that assume a
continuous, normaily disttibuted dependent variable as opposed to a skewed count
dependent variable such as that used here, it would produce biased, inefficient, and
inconsistent estimates of the covarates included in the model specification, as well as

possibly predicting a negative number of events (King 1988; Long 1997)."" For these

¥ This discussion of the Poisson model and gereralizations of f draw heavily on the detailed treatments of
these methods in Hausman et al. (1984}, Cameron and Trovedi (1936, 1998}, Hardin and Hilbe (2001}, and
especially Land ceal (19594}
" The oaly caze in which thes is not true 15 iF the mean rate of event arcurrence is large; in (hat case, ihe
OLS model with Gaussian ecrors provides a suitable approwunation {Land et al. [996). As the cvents
hecume more rare (and the mean rate increasingly approeches zero), the normal appraxumation becomes
increzsingly less switabie.
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reasons, two generai regression models based on a probability distnbution that explicitly
takes into account the discrete nature of count variables have been proposed: (1} the

Poisson regression madet and (2) the negative binomial regression model.

The Poisson Reprzssion Model

To begin, let us allow y, to denote the ohserved event count of the ™ individual
(i=1,...,M}attume{age)t (=78, 9. ,T) where T, = max fage,-}. The univariate

Poisson probsbility distrnibution function is £oecified as
r

=41 K
Pf(f?,=}*.-g)=5~-j:—"—, ¥, =0,1,2,.. ()

where Pr(¥, = y, ) indicates the probability that the random variable ¥, takes on the
observed value p, for the  individual at time ¢, and X is the Poisson parameter

representing the mean rate of event occurrence at time 7 {Land et al. 1996}." The Poisson
distribution, which is a one-parameter probability distribution, makes a strong assumption
regarding the relationship between the mean and vanance of the random variable ¥,

This assumption, known as the eguidispersion assumption, assumes that the mean and the

vanance are equal:

E(}:r): Var(}:r}g j‘u’:' {2}

" See Appendix A in Kang (1988) for 2 mathematica) proof that all evant count data that meet a few modest
assumptions about the data zeoecéhion process can be shown to anse from & Poisson process.
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More generally, the expected value of a count variable such as this could be written as

E¥, }=var(t, )= x0°, 3)

where o’ is the dispersion parameler constrained to be greater than or equal to zero
(King 1989). A count variable is said o exhibit equidispersion and to be Poisson-
distributed if ¥ =1, but if G € &? <1 then the variable is said to be underdispersed, and
if & » 1 then the variable is said 10 overdispersed (King 1989; Land et al, 1996, Lindsey
1993, 1995). Overdispersion 1s very common properly among dependent variables
utilized in social science data, whereas underdispersion is relatively rare {King 1989).
The impertant point to meke here is that overdispersion implies a significant
substantive fact cniticalty relevant to this study: there 15 unexplained variation in
accounting for why some subjects have greater or fewer total arrests (events) than do
other subjects, Stated differently, there Is more heterogeneity in the mean event rate
among the individuals than would be expected according to the Poissen distnbution. One
possible way to account for why some individuals have a higher mean arrest rate than
others is to specify a Poisson regression model whereby a set of measured covariates are

included through the equality

Infh J=X,B, (4



or equivalently

In{x, )= X, R, (5)

where X_ is a matnx of measured covariates on individual 7 at time ¢, and B is a column

. i . : 1y
vector of regression coeflicients relating the covariates to the mean arrest rate.
According to Land et al. (1996), inclusion of measured covariates in the model
specification now leads to a conditional expectation funchon whereby the expected mean

and vafdance of the event count are conditional on the X matrix such that

E(%,[X, ) = var(y, X, )= &, = exp(X,B). (6)

Similar to the deterministic relationship stated above in equation (2), equation (6) stilf
implies a deterministic relationship, only now it is a conditional deterainistic relationship
{conditional on the measured covariates) whereas before 1t was an unconditional
deterministic relationship (Hausman et al. 1984).7° However, conditional on the cbserved
covariates, the observed relationship is still nonstochastic.

As noted by Land et 2l (1996), the equidispersion assumption of the Peisson
regression moded is an unrealistic expectation in many social science data sets, 2nd

furthermore the failure to satisfy the equidispersion assumplion leads to underestimated

" The logarithmic fink furction is used to link the lincar systematic componsnt, dznoted as X, ta the
response varable (Melder and Wedderbum 1972, McCullagh and Nelder 1989; Hardin and Hilee 2§01} in
prder to cnsure that that event rate is predicted to be nonnegative {Land et 21 1590,

“* Hardin and Hilbe (2001: 128) show the meax (first derivative) and vaniange (second dervative) functions

of the Poisson distmibution are identical.
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standard errors and inflated t-ratio tests of signiﬁcance {see also Drean 1998; Hardin and
Hilbe 2001). In other words, applying a Poisson regression model to data that cannot
satisfy the equidispersion assumption can cause a covariate to appear to be a significant
predictor of the outcome variable, when in fact it 1s not. In this case, the statistical
significance is spurious, due to the consequences of overdispersion. For this reason,
methods that “scale™ the relationship between the mean and variance were sought {Hardin
and Hilbe 2001). The primary method that 1s used in the presence of si g—niﬂcant
overdispersion in a Poisson regression model 1s to estimate a negative binomial

regression model.

The Negative Binomial Regression Model

As stated in Chapter 3, 1t 15 unrealistic to assume that every factor related to a
dependent variable will be measured and included in all datasets, and thus there will
always be some inherent variability (e.g., overdispersion) in the event counts between
individuals that must be accounted for (Lindsey 1993, 1995; Land et al. 1995). In the
absence of the measured covariates that explain the discrepancy, this vaniation is usually
aceounted for as srochastic or random variation in the dependent vanable. Indeed, the
precise reasoning behind fitting a negative binomial regression model {instead of a

Poisson regression medel) is to include stochastic vanation in the event count (Hausman
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et al. 1984, Camneron and Trivedi 1986; Land et al. 1996).°' The neeative binomial

regression model is specified as

In{r,)=X.B+¢,, (7

or

2 = Cxp(x it [‘i) ©ex P{E i ) 1 {g}

where exp(s} is distributed as T{1,@). The o parameter is known as the dispersion

parameter and plays a defining role in scaling the relationship between the mean and the

variance as shown in equation (9) below. The inclusion of the gamma distributed error
term allows for unexplained variation in In{4, ) (Land et al. 1996}. This unexplained

variation can be thought of as having been produced in one of two ways: (1) through the
effects of an omitted exogenous variable(s) (Gouricroux et al, 1984a, 1984b} or (2)
through inherent stochastic varation (Hausman et al. 1984). The negative binomial

maodel is known in the statistical literature as a parametric mixed Poisson regression

2 The gamma distribution is the "conjugate distribution”™ far the Puissan distribution, which allaws for a
closed orm solution that is analyticativ tractable (Lindsey [995). Assurming the heterogenedty is normally
distributed daes pot lead wr an analytwatly tractable solution (Land etal. 1994, Cameron and Trivedi 1998},
Further, Hardin and Hilbe {2001 142.146) show that the nepative binonual regression modei can be
thotght of in one of two ways: {1} as a Poisson model with gamuma distributed heterogencity (where the
gamma distrbution is constrained to bave a2 mean of 1); or (2) 25 2 regression model based vn the negative
hinormial probability functien thal 15 independent of the Poisson mode]l. Regardless of which wiy onz
chooses 1o dunk about the mods], the resulting likeliboed functions {as showr in their derivanens of the
hkelthood fenchion for each version) are in fagt, identicat,
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madel because a parametne mixing distribution (i.e, the gamma distnbution) has been

incorporated into the Forsson medel.

There are two general formulations of the negative binomial modet {Cameren and
Trivedi 1986, 1998; Hardin and Hilbe 2001} (1) NB1 that specifies a lincar mean-
vanance relationship; and {2) NB2 that spectfies a quadratic mean-variance relationship.
These madels both consider the variance as a function of the mean (or Poisson parameter)
such that

Vﬂr(}’ﬂ|}(ir)= LR R {9
where p is equat to 1 in the NB1 formutation of the negative binomial models and g is
equal to 2 in the NB2 formulation, The NBI1 and NB2 models are both Poisson-gamma
mixture models, but each medel provides a dilferent specification of the mean-variance
relationship. The log-likelihood functions for the NB1 and NB2 modeis are presented 1n
Cameron and Trnvedi {1998} and Hardin and Hilbe (2001).

NB2 is the more commonly used negative binomial model because it is the model
that was first programmed into software packages such as LIMDEP (Greene [998) and
Stata (StataCorp 2001) that were commonly used to model count data. As demonstrated

by Land et al. (1996}, under the assumption thatexp{e) is distributed as [{l,a} and that
¢ is independent of X {which allows the marginal density of ¥, to be derived by
integrating with respect to £ ), the probability of observing the count y,, for the i

individual at time ¢ in the WB2 model 15:



Pr{yfr =)"rr)= J: Pr[}’r'r =}’frrl“]f(:"i1)d;'-:a (10)

= l—-(-]"II'»‘ + 'k’) v V( ll‘: g (l 1}
.}'r'.r!r(u} v+ lil \V+}"’il ‘

whers 3, = exp(X,8), T{) is the gamma disteibution, v = /11/&, and o = 0, Estimates of

a and [ are obtained using maximum likelihood methods (Havsman et al. 1884;
Cameron and Trivedi 1998; Land et al. 1296). Under this specification, the mean and

vaniance are {Cameron and Trivedi 1986, 1998; Land ¢t al. 15%6):

E(7,|X, )= exp(X,B) = %, (12)

and
Var[}:r[xif }: ll'.r (l + ulh ): 1’1.‘ + U'?\‘E' - (13}
Thus, the expected number of events 1s still equal to &, (orexpf{X_PB)), but the variance is

no fonger constrained to be equal to the mean, there is now a quadratic relationship

between the mean ard vioance.
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Under the NBI model, a change is made to equation (11): v = % instead of

V= %1 {Cameron and Trivedi 17%8; Long [997). The mean and vanance under the

NB1 specification are:
E(Ertxﬂ )= exp{xq’iﬂ) = lir (14}

and

var(}’,.,lxl, ) =h fl+ar, =%, +or, . (15)

Thus, the expected number of events is still equal to A, but the vanance is now hinearly

related to the mean through the dispersion parameter.

Cameron and Trivedi {1998} recommend choosing between the KB and NB2
model on the basis of the Iog-likelihood values. The model with the larger (less negative)
log-likelthood value is favored since they both are estimated using the same number of
parameters.”? Substantively, however, the tmporiance of the negative binomial model
(whether specified as NB1 or I¥B2) is that individuals with identical values on the
titcluded covariates now have gamma distnbuted expected event counts, rather than being

equal to the same conditional mean rale (as in the Poisson madel).

! The nesarive binormial models presented in Chapter 3 were estimated using both the WB| and NB2
specifications. The WBI1 sprcifications always had targer log-hikelihpod values, and thus the NBi versions
are the ancs prescnted in Chaptar 8. It should be noted, however, that the NI32 models generated (Jenncal
substantive copclusions to those reached with the NB1 modeis.
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In fact, the Poisson model is nested in the negative binormal model (Cameron and
Trivedi 1996, 1998, Land et al. 1996; Long 1997; Hardin and Hilbe 2001). The boundary
or limiting case corresponds to @ =0, under which the negative binomial medel becomes
the Poisson model. For example, if a =0 i equation (), then we amve back at the
nitial equidispersion assumption of the Poisson regression mede! found in equation (6).
As Laad el al, {1998: 398) note, “this circumstance cormesponds to the limiting case
where all individuals have the same A, , conditional on X, which is precisely the
assumption of the Poisson regression model.”

Of course, as @ tncreases i size, so does the overdispersion of the data {Hardin
and Hilbe 2001}, ard thus testing for the presence of significant overdispersion ollen
becormes a primary task when modeling count data. The standard statistical lest for

assessing vverdispersion involves testing the null hypethesis H, ta =0 against its
alternative, H, :a > 0. Because the Poisson model is a nested version of the negative

binomial model, the test for significant overdispersion is frequently accomplished viaa
likelihood ratio test that compares the log-likelihood values of the negative binonual
regression and Poisson regression models, The likelihood ratio test statistic is caleulated

as twice the difference in likelihood values, and this test statistic is distributed as ¥? with

one degree of freedom. While this is how the test for overdispersion has been calculated
in the past, currently it is recognized that this form of the likelihood ratio test is incomect
i this particular situation. Mare specifteally, because the dispersion parameter has to he
greater than or equal to 0, the nu!l hypothesis sits on the boundary of the parameter space

(Self and Liang 1987; Gutierrez et al. 2001). Because the nuil hypothesis is on the
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boundary of the patameter space, a cnitical regulanty condition 15 viclated—"the null

parameler space 15 no fonger interor to the full parameter space, and thus the result which
states that the likelthood ratio test statistic tends lowards x? [chi-square with one degree
of freedom) in distribution is untrue” {Gutierrez et al. 2001: 16). As shown by Self and

Liang (1987), the correct test statistic is a 50:50 mixture (3} }of {1} a E:hi-squarﬂ
distribution with a point mass at zero (¥, ) and (2) a chi-square distribution with 1 degree

of freedom (%}, P-values calculated according to this 50:50 ¥2, mixture corresponds, in

fact, to onc-half the p-value calculated using only the upper tail area of tiwe chi-sguare
distribution with 1 degree of freedom.®

Land et ai. {1996) note that the pegative binomial regression model is a significant
generalization of the Poisson model because it accommodates overdispersion in count
data while simultaneously keeping the suitable features necessary to model count data.
However, Land ct al. {1996) also note that the negative binomial regression is also a
restrictive model because it assumes that the heterogeneity is gamma distributed in the
population, which maybe an arbitrary assumption. If this assumption is incorrect, the
standard errors of the regression coefficients will be spuriousiy deflated leading to
tnflated t-ratics.

More importantly, however, the negative binomial regression model, in the most
basic form (as specilied in this section), completely ignores the dependence among

abservations when it is applied to panel data. This 1s significant becauss secial

dependence among observations s known to be one of the most significant causes of

! See the simulations of Gutierrez et 2l (20C1) for an example.
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overdispersion in count data {Lindsey 1993; 19953, Winkelmann 1995, 1997; Dean 1998,
Pickles 1998). Recall that overdispersion subslantively implies that the mode! fails to
account for why some subjects have greater or fewear total arrest events than other
subjects, or stated differently, there is more hetercgeneity in the outcome variable among
the individuals than would be expected according to the probability distribution.

1n the presence of panet data, the negative binomial model specified here is oflen
referred to as a “natve peoting” model (Burlon et al. 1998; Hardin and Hilbe 2001)
because it maively treats the panel data set 2s a pooled sample consisting of N*T
independent individuals rather than as simply N independent individuals each with T {or
T; if unbalanced) dependent observations (Hamerle and Ronning 1995). For example, the
negative binomial model expressed above treats the extra variation as resulting purely
from transient stochastic variation, rather than allowing a main cemponent af the exira
vanation ta be caused explicitly by the stochastic dependence between the observations
within the N individuals {Dean 1998, Lindsey 1993, 1997, Cameron and Trivedi 1598).
Within each individual, each “draw” {i.e., for a given “age” record) of the random effect
from the gamma distribution is completely independent of the other draws for that
individual {i.e., for the other “age™ records of that individual). Stated more emphatically,
the standard version of the negative binomial model {that ignores the panel structure of
the data) does not control for persistent uncbserved heterogeneity, or as Hsiao (1386:
1 58) notes, “statistical models developed for analyzing cross-scctional data essenually
ienore individual differences.” The stochastic variation of the event counts for each
individual's panel records is viewed as having been generated by chance—there 15 ne

serial dependence of the individual's records. “A shoricoming of the negative binomaial

25
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madel is that it does not allew for firmn [individual] specific effects so that seqal
correlation of the residuals {i.e., nonindependence of the counts) may be a problem™
{Hausman ct al. 1984: 9223,

This failure to correct for the dependence among the observations is particutarly
critical for the topic of this study because the “naive pooled” negative binomial model
completely ignores two possible sources of ovardispersion in the data—population
heterogeneity and state dependence—because it ignores the serial dependence within the
data {Hsiao 1986; Lindsey 1993, 1995; Cameron and Trivedi 1998, Dean 1998}, For
example, if “individuals who have experienced an event (n the past are more likely to
experience the event in the future than are individuals who have not previousty
experienced the event,” then this will induce overdispersion in the data (Heckman 1 P81b:
41}, In such cases the key question 18 whether this overdispersion (wh-iﬁh isa
consequence of the serial dependence} s the result of a process of ccnt-agiom"siatﬂ
dependence, population heterogeneity, or possibly both of these pn::t.:vs:ssrf:s.24 These two
sources of overdispersion are the same two explanations discussed in Chapter 2 as
fundamentaily critical to our study {because they are rival hypetheses in explaining the
relationship between past and fulure cnminal activity). As Hamerle and Ronrning (1995:
411-412) state, ignoring “heterogeneity among cross-sectians or time-series umts

"

lndividuats] could lead to inconsistent or meaningless estimates of the structural

™ This issur has been raised not only in studies of criminal behavior, but alse in studies of accidents (Bates
and Meyman 1952; Greenwood and Yule 1920), unemployment (Heckman 1951k, Heckman and Barjas
'380% bauts of schizophrenia {Kessing et al. 1999) and emnotional distress {Fischer ¢t al. $984; Robus
1965, 1979), and Medizare ¢laims for Alzheimer'sfdementia amons the eiderly (Taylor, Fillenbaum. ard
Ezell 2002).
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parameters. . .controlling for heterogencily is in most applications a means o obtain
consistent estimates of the systematic part of the model.”

For example, suppose in the pooled negative binomial model one were to find a
significant association between a binary indicator of arrest at the previous age and arrest
at the current age. In the standard negative binomial model, the process underlying this
significant association would be indeterminable because the effects of persistent
individual differences are 1elt uncontrolled in this model. Lindsey (1993: 157) pointedly
remarks, “if a missing variable [underlying ¢niminal propensity] can be assumed ceonstant
over all events on 4 unit, but differs among units, this will yield stochastic dependence
among the events on each unit,” and this missing variable will, in fact, “induce an effect
identical to apparent contagion” or state dependence.

It has been shown, however, that the unigue structure of panel data can be
exploited to investigate the above two critical sources of serial correlation of an cutcome
variable across waves or periods (Heckman 1981a; Hslao 1986; Hamerle and Renning
1995; Cameron and Trivedi 1998; Powers and Xie 2000). For example, in an early study
investigating whether population hatcrogeneity or state dependence was driving
overdispersion in accident data, Neyman {19635: 6} noted that the distinction between
these two processes would be possible if “one has at one’s disposal data on accidents
incumed by each individual separately for two periods of six months each.” Thus, with
mere than two waves or periods of data on a set of individuals, médels can be estimated
thal attempt to disentangle the effects of population heterogeneity from those of state
dependence by specifically incorporating sources of “hidden™ or unobserved

heterogenety.



Accounting for Serial Dependeuce: Persistent Individnal Differences

In this section, we discuss the two most commaon methods that are used to control
for persistent individual differences in panel data: parametric random eflects models and
semiparametric random effects models.” Before presenting the technical aspects of cach
formulation, we first broadly compare the two different methods on the basis of how.cach
madet aceounts for persistent unobserved heterogeneity.

In the parametric random effects model, the error term is specified to be
composed of two components (Heckman 19814, Hsiao 1986; Nagin and Paternoster

1991: Hamerle and Ronning 1995):

€ = U Ty, (16)

where a, represents a persistent (time-stable} individual-specific component that is
assuimad to follow a specific parameiric distnbution and w, is a stochastic componenl

that follows some specified parametric distribution. Thus, the parametnic random effects
mode] assumes that the persistent unobserved heterogeneity follows & known,
mathematically tractable parametric distnbution that 15 specified by the user.

The semuiparametric random effects model, on the other hand, makes no

parametric assumplion about the distribution of unohserved heterageneity, but rather this

* Fixed eflects estimataors are not included heee or employed in this study because fixed effects models
with lagged valuzs of the outcome varable protubat inclusion of time trends or age eflects (Hamerle and
Fonging 1995: Camerge and Trivedi 1998; Bushway et 2l 1999)  Due to the ineradibly stions celationship
berween aye end crims {sce Chapter 7}, these models are clearly inappropriate for modzling crime data 2ind
therefose gre n considered here.
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method nonparametricaily approximates the distnibution of persistent unobserved
heterogeneity via set of discrete “points of support.” The method only assumes that the
distribution of unobserved heterageneity can ke approximated by a discrete multinomial
probability distnbution {(Heckman and Singer 1984; Nagin and Land 1993; Land et al.
1996; Nagin 1999).

Figure 5.2 presents a graphical depiction of the differences between these two
models. Pansl A of Figure 5.2 represents a continuous mixing distribution (resembling a
gamma or beta distribution), whereas Panel B indicates how a continuous distribution can
be approximated by a discrete, multinomial distribution using a finite number of “points
of support.” Panel B contains the same distribution as in Panel A, aply in this panel we
have used 5 “points of support” {the black “columnns™ in Panel B) to approximate the
continuous distribution. Alternatively and equivalently, thie points of support could alsa
be viewed as the histogram “bins” propping-up the continuous distribution.

The distinction between these two methods can be viewed in light of the tension
in statistics that is ever-present between “parametric” and “nen-paramstnic™ methods
(Bushway et al. 1999). Parametric methods are more restrictive methods, but if the
parametric assumption is appropriate in the population, then this method of estimation
will be more statistically efficient {i.e., it will have less variance from sample to sampie}.
The non-parametric methods are less efficient if the true distribution is a {mathematically
tractable) known continuous distribution, but since these methods do not assume that the
mixing distribution follows a restrictive mathematical parametnc form a priort, they can

approximate any continuous distrrbution regarcless of its shape.
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Figure 5.2, Approximating a Continueus Distribution with a Finite Number of

"Points of Support”

Panel A

Panel B

Points of Support
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As Nagin and Tremblay (199%: 1188} note, “the cost of approximation is obvious.
Approximations are just that—there is a loss of accuracy. Balanced against this are gains
in generality and flexibility. Generally we have no empinical or theoretical basis for
specifying the distribution of the arowth curve parameters [random effects] within the
population.” The choice of a parametric mixing distribution is penerally made purely on
the fact that the some dictnbutions (e.g., conjugate distnbutions) nake the model more
mathematically tractable because they ensure that the marginal density of such models
have a closed form solution (Cameron and Trivedi 1998). For example, in the standard
{S[ng]ﬂ record per individual) Poisson model, the gamma distnbution 1s the conjugate
distribution that altows for a closed form solution to the negative binomial regression
model. Assuming that the heterogeneity is nommally distnbuted in the standard Poisson
model leads to mathematically intractable models. Although in some situations the
available mathematically tractable mixing distribution makes substantive sense, in other
cases this is unlikely to be true. Indeed, this was the precise reasoning of the thought
behind the development of finite mixturs models: a parlicular mixture distdbution does
not have to be used simply because it is mathematically tractable. The discrete mixture

methods allow the data to speak for themselves with respect to the nature and extent of

unobserved heterngeneity.

Parametric Random Effects Negative Dinomial Model

The parameiric random effects specification of the negative binomial model was

first presented by Hausman et at, {1984}, who specificd 1t as



A

ln{lir) = xﬂ'ﬁ * E':'t L] Eat = u'J' + ull‘ '

This specification differs from the negative binomial spectfication of equation (7) in the
decompasition of the error term, which in the standard model is specifiedas £, =w,. In
the random effects formulation of the negative binomial model, the decomposition of the

error term resuits in one component, a,, representing the fixed, individual-specific

component, and one component, &, , representing the transitory stochaslic vartation,

Substantively this madet allows for randomness both between-individuals and within-
individual across time (or age) (Hausman et al. 1984 9.’1?},1" The random effects
negative binomial model yields a negative binomial model for the ™ group that has
constant dispersion within the i group, but the dispersion varies randomty between

groups. According to this model,

3

Pr(}’r., - y,-,l 5‘): I"(-."'u;.; +}’J-r} | J #(1_'_&5 ] ’ _ (18)

I‘(j"u} r(}"er +I} J 1+E|

Further, in this the model the ratio y{l +5_} is asswmed to be randomly distributed

according to the beta distribution, with the rand s parameters of the beta distribution,

™ The Poisson randem effects modet For panel data, wluch generaily assumes gamma distribuled
hetzrogeneity, only allaws for the indwvidual-specific component (which accouents for between- individual
dilferences) (Hausmaa et al, 1934; Hamerle and Ronmng 1993 Cameron and Trivedy 1993). Conditenal
on the covariate vector, an individual's expected rate does mot have variation over the pane| hecause the
error companent of the Poissen random eflects medel s entirely composed of the individual-specific

{y component. Conversely, the negative binomual random etfects madel allows the mean rale (o vary
acrpss tme heoause cach year s a zealizetion of the garuma probability distribution (Havsman etal. 1984
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B(r,.f) , estimated from the data at-hand.?” This resulis in the following joint probability

of events counts for the ™ group (Hausman et al. 1984):

P[‘{}:I =Y Xig = Yoo b, =.an,} {19}

J: ]jﬁ'?'[}:, = -}rr':’ al']f(af)ﬂraf {2{]}

_ F(r+.5')I"(r+Z:;lil}r(wrz:'_ly“) " 1.-{]‘" +Jr‘,,.} ]
N U J” )G r) @Y

r-:l

where n. =T or max(} for the " individual. The resulting log-likclihood for equation

(21} is

InL=3" hl"r+s)+]nf'[r+z l) {5+z )alnl"{r}—ln(s} (22)
_Inr("+3+z;,ln+Z,:1Fn) Z ]nl"l +y”] lnl"(lu)—fn{y"+l)]

The beta distribution is a flexible distribution because 1t has twa parameters
(Greena 2000), but it should be remembered that the beta distnbution is used in the
negative binomial random effects model] precisely because it produces a mathematical.y
tractable expression that allows the tnobserved random effects to be integrated out

without encountering seripus numerical complications. Instead of 2ssuming that the

" This mode| was estimated using Statz Yersion 7 {StataCoip 2001). The dastecbution of dispession (noted
here) programmed into Stata 15 the inverse of the Hausman et al. (1984 method, which 15 just 2 techmzal
preference of StataCorp. Repardiess of the whether § is estimated vsing the parameterization employed by
Hausman et 2k (19843, 71+8), or the inverss parametenization employed in Stata, 11 £8), the resulning
solutions ore ideatical

g
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unobserved heterogeneity is distributed accarding to the beta distribution, we next discuss
the semi-parametric formulation whereby a discrete set of nopparametric “random
eflects” are used to aceount for uncbserved heterogeneity. Again, the finite mixture
method is entically imporiant for this study because it has been shown that some of the
resulis concerning the relationship of past to future criminal behavior may have possibly
been methodological artifacts resulting from the parametric specification of the random
effects. And, further, this method also allows us to investizate the natuee of the age-

crime relationship within fatent classes of serious youthful offenders.

The Semiparametric Mixed Poisson ¥Model

Refore describing the technical aspects of the semiparametric mixed Poissen
model, we frst present 2 non-technical discussion of the semiparametric mixed Porssan
model.?® In brief, the model assumes that the distribution of unobserved heterogeneity
can be “segmented” into a finite number of discrete groups—each of the groups are
internally homogeneous with respect to the nature of the uncbserved heterogeneity within
the group, but there is significant heterogeneity between the groups. According to Nagin

and Land (1993} (see also Land et al. 1996}, the simpiest specification of this medel 1s

nfx )=, + 2, )+ X, 8, (23

™ ) should be noted here that while this discussion centers on the Poissen version of the finite mixture
mide], the Mnite mixtre modzl is a geocral class of madels that extends far beyond the formulation of the
model on the basis of the Poisson dismibution. Finite méxture madels can be estimated far any disttibwion
in the exponential or multivariate exponzntial family (e.g., brromial, normal, mehtinomial logit, and
cersored normal probability distributions) {sez Wedel and Kamakura 1993, Nagin 1999, and Yermunt and
Macidson 200}
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where i, is the overall constant of the model, ¥, is a constant term that is specific to the
™M diserete group or latent class (7 =1,2,..., ), X,, is a matrix of measured covariates

on individual { at time ¢, and B is a column vector of regression coefficients.”® Cameron

and Trived: {1998 129} refer to this model as a random intercept model because each
latent ¢lass has a sepurate constant or intercept parameter assigned to it. The effects of
the regression coefiicients are constrained to be equat across the groups, and the latent
classes differ only with respect to their “[ocanon parameter.” Nagin and Land (1993}
describe this modei as producing “constant shifts” in the mean rate. Thatis, the
trajectanies of each class are identical in shape, but they differ in the mean location of the
trajectory. [t bears noting that this is the precise specification that corresponds to
Guisltfredson and Hirschi’s hypathesis concerning the robust nature of the relationship
between age and crime—groups differ on their mean offending rate, but the actual shapes
of the trajectories are identical.

The bare essence of this finite mixture model is that the finite number of intercept
coefficients—there is a separate intercept coefficient for each group or “point of
support”—rteprasent the “average contribution” of persistent unobserved heterogeneity to
the expected Poisson rate for “individuals possessing levels of unobserved heterogeneity
in the immediate vicinity of the /" point of support” (Nzgin and Land 1993: 338). This
mode! was subsequently referred to as “semiparametric” in nature because it “combines a
parametric specification of the regression component of the model with a non-parametric

spectiication of the error term™ (Land and Nagin 1996: 170},

™ The latent class2s or groups o¢e 2150 commonly refenied to as the mixture “coemponents” (Cameron and
Trivedr 1993 and “segments” (Wedel znd Kamakura 1998
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Magin and Land (1993) also present a more general form of the mixture model

nfx) )= (B, + &, )+ X,/ (24)

where [/ is a vector of group-specilic regression coefficients. By permitting the

regression coeflicients to vary across the latent classes, this model allows for fuil
heterogeneity not just in the “iocation parameter,” but also in the nature of each latent
class’ offending trajectory over time. It is also possible for some of the regression
coefficicnts to be constrained so that they are equal across the latent classes, while also
simuttancously allowing other coefficients to vary across the [atent classes. Wede] et al.
{1993) refer to this type of model as a model with random effects in both the intercept
and slope parameters. For example, consider the case where the X matrix contains two
variables: age and age-squared. By permitting the age coefficients {i.e., growth
parameters} to vary across the latent classes, this specification of the mixed mode] not
only allows for heterogeneity in the mean event rate at a given time £, but also for the
developmental shape of the trajectories (Nagin 1999; Nagin and Tremblay 1999).
Before concluding this discussion of these finite mixture models, it may be
helpful to discuss briefly the more technical side of these models.”® Let us begin by

denoting individual i's lengitudinal offending sequence as the vector

Y = [_V,,,_vl.l,...,y,: . and allow m_to denote & random variable indicating the

' Readers interastec in further details thar, presented here are refered to Magin and Land {1993), Wede| et
al (1993), Land eral. {1994}, Lard and Nagin (1956), Rocder et al {1 998), Wedel and Eamakura { 1995),
and Wagin (1999)
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proportion of the dataset estimated to belong to the ;¥ point of support. The random

variable m, is postulated as a draw from a “super-population™—the super population is

an additive “mixture™ of f discrete populations (Cameron and Tnvedi 1998}, It is
important to note that all of the'model parameters in the finite mixture mode! are jointly
estimated, including the proportion of the dataset that is estimated to belong to the ;"
noint of support. The estimated proportion belonging to each [atent class is caleulated

using the logit function

exp{@ ; )

i Z[ﬂxp(@j}]_ ’

i

(25)

where the following constraints are is imposed: m’ >0 and ij =1. The probahility
j

of observing y, events for individual ¢ in time period f in group f Is

Flan,), (26)

where f(s] is the Poisson density function, and the probability of the entire sequence of

individual i at the /™ point of support is

(VDJ} Hf().,, L) (27)



Now the unconditional probability of observing individual i"s longitudinal sequence can
be calculated by ageregating the likelihood function (i.e., aggregating the conditional

likelihoods) for individual ¢ over the f points of support accerding to

P(Y,) = ij . F"'[}"‘-E@‘IJ , w20, Zm" =1, {28}
4 :
which is simply the probability of ¥; at the each of the ;™ point of supports multiplied by
the proportion of the population estimated at that peint of support and then summed over

the ./ points of support {Land et al. 1996). The log-likelihood function of this model s
inZ =Y tn(P(r})= Zln(zm!‘ . p (}:.|@f )J (29)
i i . f

Of course, a key issue related to the finite mixture model concerns the number of
points of supports/fiatent classes/groups to include in the mixture (D' Unger et al. 1998).""
In other words, how does one decide how many paints of support to include 1o the
model? Unfortunately, a finite mixture model with /= 2 mixiure components is not
nested in the mode! with J = 3 components, and therefore a likehhood ratio test statistic
cannot be used to determine the number of components in the mixture distnbution

“hecause there is not a unique way of obtaining the null hypothesis from the allemative

hypothesis” (D' Unger et al. 1998, Ghosh and Sen 1985; Land et at. 1996: 424, Nagin

M Ty connect (s i55ue back to the "urn schemes™ giscussion in Chapter 2, this issur is direcily related 1o
the “ictal nember of urns o the popuiation” (Nagin and Paternoster 20047 1200,
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1999; Titterington , Smith, and Makov 1955). More specifically, the degrees of freedom
cannot be uniguely determined because there is more than one way for a latent class to
become superfiuous: (1} the proportion of the popuiation in the group can be set to zero
or (2) the set of parameters for one group can “collapse” onto another group. Therefore,
orne i3 prevented from calculating the appropnate degrees of freedom for the likelihoed
ratio test.

(ziven this problem with the likelihood rate test, altemative methods of
determining the number of mixture components fhave been recommended. For example,
D'Unger et al. {1998} propose the use of the Bayesian Information Cnterion (BIC)
statistic as a basis of selecting the appropnate number of groups n the mixing

distribution (see also Nagin 1999). The BIC statistic is calculated as:

BIC = log(L} - 0.5* log(N}* (k) (30)

where log(L) is the mod-| log-likelihoud value, M is the sample size, and % 15 the number
of estimaled parameters. The BIC statistic rewards parsimony because each additionat
(itted parameter resubts in a “penalty™ propottional to the log of the sample size (Kass and
Raftery 1995; Raftery 1995; Nagin 1999}, In short, the BIC statistic follows the principle
of “Occam’s Razor™ and values parsimony. Nonetheless, the substantive goal of the BIC
statistic {5 the same as the likelihood ratio statistic—¥find the best model with the fewest
number of parameters. The model that has the least negative value of the BIC statistic ts

the fuvorsd model (Nagio 1999}
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The selection of the optiral number of points of supports for the mixing
distnbution 1s complicated by the fact that mixture models are known to aoften have 2
problem with “lecal solutions” (1.e., 2 unique global solution is not always achieved)
{Goodman 1974, Cameron and Trived: 1998, Wedel and Kamakura 1998; Vermunt and
Magidson 2001). This issue concemns whether the likelihood function is unimodal or
multimadal—it is possible to for the model's algarithm to converge to a local maximum,
which is not a true global solution. Simulations by Wedel and Kamakura (1998} indicate
that the probability of a local solution increases (1) as the number of mixture components
increases; (2) as the number of parameters estimated increases (e.g., including a large
number of covariates); (3) when the mixture components are not well separated, resutting
in weak identtfication of the model (1.e., the model is “overparameterized” and the
esttmated groups are not that dissimilar); and {4} when using the Poisson and binomial
probability disteributions. Several authors have recommend testing for the presence of
local solutions through the use of “multiple sets of starting values™ in order to test for the
presence of local solutions (see e.g., Wedel and Kamakura 1998, Cameron and Trivedi
1998, Greene 2000; Vennunt and Magison 2001 ). In this study, we {ollow the
recommendations of D'Unger et al. {1998) and Nagin {1999) and guide the selection of
the optimum nwnber of mixture components using the BIC statistic. We also undertake
extensive testing for the presence of local solutions.

While the finite mixture model 15 a method of controlling for unobserved
heterogeneity, depending on the goals of a particular analysis, each individual can be
“assizned” o the latent class to which the individuai has the highest probability of
belonging, Anzivses can then be conducted using either the latent class membership
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variables (the set of J binary variables indicating whether the individual was assigned to
the /* latent class) or within each of the “latent classes” (i.e., using only the individuals
assigned to a pamcular fatent class) {Nagin and Patemoster 2000). For example, graphs
of the offending trajectories depicting the relationship between age and crime within each
of the latent classes could then be computed. Another alternative is to includs the set of |
binary vanables in regression models as vanables that control for persistent unobserverd
heterogenety.

Thus, often times onec of the key steps of the application of finite mixture models
is to sort the individuals in the sample into the latent class for which they have the highest
probability of belonging. As shown in Nagin (1999}, the posterior probabulity of

.- - AR 1. . . - -
membership in the /" latent class for individual { is calculated as

> Ay} m, t34)

This probability represents the estimated probability {based on the modei coefficients) of
observing individual i’s longitedinal sequence, Y, given membership in the /" latent
class, and the estimated propontion of the population 1n latent class /. These f
probabilities are posterior probabilities calculated afier model estimation based on the
maximum likelihood estimates of the model. Having now completed & description of the
various statistical models employed in this study, we now turn 1o a specific discussion of

the analytical approackes to be used it Chapters 7 and 8 of this study.



Analytical Approach Employed in Chapter 7

As discussed in Chapter 3, the focus of Chapter 7 concems the relationship
between age and crime among latent classes af serious yvouthful offenders. In Chapter 7,
we first estimate the following semiparametnc mixed Poisson modet using the [inal

aralytic sample censtructed for each of the three CY A samples:

4

nfud )= (B, + 2, )+ {(age, 710)*B2 )+ ({age? ri00) 8] (32)

Moadels allowing up to 8 latent classes will be tested, and the BIC statistic along with
empitical testing regarding whether the solutions are global maximums will be used to
select the optimal number of latent classes or components in the mixture distobution.
Here we will also test the hypothesis of Gottfredson and Hirschi that there is uniformity
in the shape of the age-crime distnbution by testing the statistical significance of
allowing the magnitude of the age parameaters to vary across the Jatent classes, Following
the arrival at the optimal number of latent classes, the sample members will then be
assigned to the latent class to which they have the highest probability of belonging. At
this point, the basic deseniptive features of the offending patterns of the latent classes will
be discussed {e.g., age at first arrest, mean number of arrest charges), and then the
observed and predicted offending trajectonies across age wili be graphed and compared.

Fipalty, a descriptive analysts will be underaken to examine what role, if any, adult



incarceration time may have had on the decline in criminal offending amang these three

groups of seripus youthful offenders.*

Analytical Approaches Employed in Chapter 8

In Chapter &, the relationsiip between past and subsequent criminal activity wili
he examined. In that chapter we will employ the use ol the multin':.ethod approach of
Bushway et al. {1955), which s essentially the “compare and cortrast strategy™ first
described hy Heckman and Singer (1984). More specifically, we test the robustness vt
any observed effect of past and subsequent criminal behavior by employing several
different methods of analysis. The relationship between past and subsequent criniinal
activity will be investigated in five stages.

In the first stage we will employ the use of the sermiparametric mixed Poisson
model and employ a similar specification to the models estimated in Chapter 7, enly in
this chapter we also include a binary indicator of arrest in the prior penod in the

snecilication:

In(3 )= (@, + &)+ ((ege, 110)*p_}+ {(age?)r100)* 5;;:?} +{arr_*B,. ) (33)

3 The adult incaceration data cenzeming the individuals in these three samptes were only obramned on July
22, 2002, and hence the inclusion herein 15 only deseriptive Funure waork well exanuns this question more
deficitively by creating mare complex analysical files that essentially remove the ingivicua! from Bewrg 2t
nisk of arrest durng peniods of incarceration {through the use of @ “srest time' exposure or offset varable),
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Of central concern in this model will be the regression coefficient, B, , that estimates

the state dependence relationship between the binary variable indicating arrest in the prior
period { ar,_ ) and the mean offending rate.
In the sccond stage we will employ the use of the parametric random effects

negative binomial modet and estimate the following madel
In(%, )= B, + {(age, 1101, )+ [((agej)f 100}, )+ {arn, 7B, Jre. (34)

Again, the focus here will be on the regression coeflicient, B;rr,_, , that estimates the state

dependence relationship between the binary variable indicating arrest in the prior period

{ ary_,) and the mean offending rate. We will compare the estimates of the state

dependence effect from this quel using the parametnic specification of the unohscrved
heterogencity to those ehtained in the [irst stage using the nonparametric specification of
the random effects. The specification of the models in the first two stages are identical (o
the specifications used by Bushway et al. (1999), only here we employ formulations of
the statistical models that are consistent with 4 count variable (whereas Bushway et al.
used a binary dependent vanable and the probil model).

In the third stage, we employ the use of both the random effects negative binomial

model and the standard negative binomial model, and cstimate these models using the

following specification
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where X, Is a matrix of binary variables indicating latent class membership and B,

is a cotumn vector of 1egression coefficients for the latent class indicators. The latent
class indicator variables employed in this analysis will be carried over from the latent
class results presented in Chapter 7. This stage of analysis allows us to address two
previously unanswered questions.  First, does including the set of binary latent class
indicator vanables remove any underlying unobserved heterogencity? Fending the tests
indicating a lack of unobserved heterogeneity afler including the latent class indicator
variables, the standard negative binomial model will then be employed. Second, we ask
if the state depeﬁdence effects uncovered in stage two are seusilive so as to allow the age
parameters to vary over the fatent classes? Bushway ct al. (1909) found that models that
allowed for “time trend” or age effects significantly reduced the effect of the state
dependence vaciable, but the éuthﬂrs did not test to determune if it was also sepsiive so as
to allow the age parameters to vary over the latent classes.  This issue will be addressed
in this stage of the analysis using a set of interaction variables between the age vanables
and the latent class indicator vanables

In the fourth stage, we estimale separate standard negative binomial models on
each latent class by itsell. This will allow us to test the hypothesis of Moffitt {1993)
revarding whether the state dependence effects vary over the latent classes, and

specifically whether the effect is particularly prepounced in the adolescznt peaked group

{pending that such a group is identified n the anaivses of Chapter 7} The specification
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far this stage will be identical to the specification noted above in the second stage of
analysis, and will include the following covariates: age, age-squared, and the binary
indicator of arrest at the previous age.

In the fifth analytical stage, we estimate models employing both the random
effects negative binomial model and the standard negative binomial model, only here we
employ specifically the post release arvest data and alse include covanates identifying the
theoretically relevant characteristics of wards {e.g., gang member, drug abuser) in the
model. This atlows us to test the sensitivity of the results and ask the following two
questions: (1) would the conclusions of this study have been any different had only the
post-release arrest data been available; and {2) are there any covanates significantly
related to their post-release offending rate? This analytical stage essentially puls this
study in the same research context as the study by Paternoster et al. (1997} and should
produce some interesting comparisons.

Before moving on to the main results of this study to be presented in Chapters 7
and 8, we note that in Chapter 6 we will present a descriplive summary of the data used
in this study. This is important for documenting the basic facts concerming the criminal
offending of the samples, including the nature of their eriminal offending behaviors (1.e,,
whal types of offenses for which they were arrested, age at first arest), certain behavioral
charactenistics of the subjects (e 2., gang membership, drug abuse), and specifics
rezarding incidents of mortality and adult incarceration among the members of cur
samples. For background information purposes, we also present a description of the

trends in the cnime, arrest, and incarceration rates in Califomia from 1960-2000,



CHAPTER 6

DESCRIPTIVE SUMMARY OF DATA

INTRODUCTION

In this chapter, we present a descriptive summary of the data emploved in this
study. This description is impertant for documenting basic information regarding
characteristics of the samples, including the basic nature of the extent and breadth of their
criminal offending {e.g., number of arrest chargss. age at first arrest, the tvpes of offenses
for which they were arrested, recidivism rates) and other backaround factors {e.g., gang
membership, history ol drug abuse). We also describe the mortality and adult -
incarceration expernences of the three samplies. Itis important to note at the outset that
thé zoal of this chapter is not to present a thorough explanation of the significant
differences in the distributions of the variables among the three samples. Rather, this
chapter focuses on describing the distribution of each of the samples on the critical
variables identified in Chapter 5.' Differences between the sampies will be discussed

where they are deemed to be imporiant. Before we present a summary of the data {or the

' The comparison of significant differenees between the sameles is not the main focus of this chapter far
six main reasons. First, the main goal of Lthe chapter is to give the reader a feel For the nature of the
wadividuals im the samptles, and not to get bogged down in whether a variable & significantly differznt
among the samples.  Second, for the amrest, mortality, and incarceration data, each of the samples had very
different “exposure™ or “risk™ periods. For example, the 1931-82 sample had |0 extra years of "exposure”
oF “risk” time compared to the 1991.92 sample, and therefore certain variables will be significantly
different if for no other reason than a purs consequence of differcnt rates of ¢xposure, Third, given that
there are three different samples, sigmificant differences between samples would invelve three scpazate sests
of stgnificance (2.g., E93) versus 1936, 1981 versus 1936; 1986 versus 1991) for vach variable of interest
{avar 70 variables are presemed in Tables 6.1 to 6.6, and thiz would invoelve interprebing an excessive
rurnber of stemtieznce wests that are larzely srrelevant 10 the twpie of this study. Fourth, we cstimate all of
the models in Chapters 7 and § on cuch of the samples by temselves. Filth, we do aot have adeguate data
that aliaws us o test or definitively explain why there was a change in the distrisution of many of the
variables discussed in this chaptes, and thus our explanations of the differerces would be puie speculatian
for many of the variabies  Sixth, and most imporiant, the overall “substantive story™ told in each ol the
snpapies s very simmiar,



wards in this study, we first desenbe the cnme, arrest, and incarceration rates in
Califorma from 1960 through 2000 in order 1o provide an historical context from which

to view the data discussed herein.

CRIME, ARREST, AND INCARCERARTION RATES IN CALIFORNIA ‘

Three index crime rates in California from 1960 through 2000 are presented in
Figure 6.1--the total, property and violent index crimes rates.” As can be seen in all three
crime curves, there was a general linear increase in the crime rates between 1960 and
19840, In 1960, the total index ¢rme rate was 1,441 crimes per 100,000 Califormia
residents, but by 1980 this rate had inereased all the way to 3,922 index crimes per
100,000 persons. The tndex crime rate tn 1980 represented a 1 70% tnerease in crime
compared with this rate in 1970, After 1980, however, the properly and violent index
critne rates show different trends. For property crimes, the erime rate decreased from
1981 through 1985, where il then leveled off for the next six years. Around 1991, the
properly crime rate began to decrease ance again, 2 pattern that continued essentially
until 2000, when this time series ends. The drop in the property crime rate from 1991 to
2000 is approximately 50 percent.

Far violent offenzes, however, the crime rate continued to climb from 1980
through 1992, where it peaked {or the time series presented here. Thus, there was a

general linear upward tread in the vielent crime rate from the early 1960s through the

* The data duwsplayed in Figure 6.1 hrough 6.3 were obtained from various dula tables in Crime and
Detinguency in Colifornia, 1998, Crime and Delingurency in Califoraia, 1599, and Crime and Delinguency
in Cerlifrnin, 2000 {Calfomne Department of Justce 1999, 2000, 2001,
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early 1990s. The upward trend in the violent crime rate between 1984 and the early
19905 enabled the total crime index trend to continue to increase slightly duning this time
period, Yet, between 1992 and 1999, Caiiformua’s violent crime rate decreased by almost
one-half {a reduction of .44) from 1,103 violent enmes per 100,000 residents to 610
crimes per 100,000 persons. This rapidly decreasing enme trend during this time period
was contrary to the expectations of several scholars who had predicted that waves of
violent “superpredators”™ or “monsters” woudd be hitting and roamiag the streets from the
mid 1990s onward leading to a new crime wave (for more on this peint, se2 Zimring
1998).

Consider next the reported arrest rates ol both adults and juveniles in California
{1960-2000) presented in Figure 6.2.° Compared to the juvenile arrest rate, the adult
arrest rate from 1960 through the late 19805 displayed greater stability. The adult arrest
rate stowly increased from 6843 per 100,000 residents in 1966 to 8300 per 100,000
residents in 1989, where it then began to descend until 1t reached 5323 per 100,000
persons it 2000. In fact, between 1989 and 2000, the total adult arrest rate decreased by
over 40%. For juveniles, however, the arrest rate shows a somewhat different pattern.
There was a general increase in the juvenile arrest rate between the early 19605 and the
mid 1980z fespecially around 1972-75). In fact, the arrest rate increased from 3300 per
100,000 residents {in 1960} to 9200 per 100,000 persons 1 1975; this increase in the
rales arnounts 1o a 180% increase in the juvenile arrest rate, Between 1975 and 2000, the

juvenile arrest rate would then decrease by nearly ene-half (.45).

* For compa:ative purposes, nate that the eachest year of arrest in the 1981-82 sample was E965. The
snterquartile range (1OR} of she year of Aicst arrest for the 1953§-82 sample was {1973 1978, Tor the 1986-
E7 sample, the eacliest vea of amrest was 1970, and the IQR was 11879, 19217, Forthe 199 -0% sample,
the camparable numbers were V974 and 1934, 1947
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Between the 19605 and the end of the 20 century, bath California and the United
States itself went on what has been called an “imprisonment binge” (Irwin and Austin,
1997}, Dunng the decade of 1930-90, for example, the number of persons incarcerated in
California’s prisons and jails quadrupled, increasing the state’s irunate population by over
100,000 prisoners { Zimring and Hawkins, 1994, 1997} rNewer before had “a prison |
system grown so much in s shor a time™ {Zimring and Hawkins, 1994: 33}. Figure 6.3
contains a graph of California’s aduit incarceration rate {of CDC priscners) between 1960
and 2000. As is clearly shown in this figure, there appears to have been a change in
California’s imprisonment rate around 1981 with respect to its increasing use of
imprisenment in the CDC as a major form of punishment. Between 1381 and 2000, the
irmprisonment rate in California increased by 250%, with over 130,000 inmates having
been added to the state’s “prison industrial complex™ known as the CDC.

The descriptions of the arrest and incarceration rates presented in the
aforementioned figures are imporiant because they help to convey the histoncal context
in which a “get lough on crime” atmosphere was to impact the lives of wards who were
to comie under the supervision of the California Youth Authonty. The members of each
of the samples empleyed in our study may have been released at different points in time,
however, each was impacted by a “get tough un crime"” atmeosphere that existed in the
state and was directed at both adult and youthful offenders. In the next section, we show
that not only were the members of our three samples deeply involved in serious cnime,
but that nearly all of these wards had been apprehended for engaging in some form of
violent behavior at some point in their lives. In fact, the vast majority of these offenders

had on amest record o7 at lesst one secious violent offense.
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CRIMINAL ARREST HISTORIES

Up to this point, we have me'gely verbally indicated that the wards of the CY A
comprise a rather sclect group of very senous offenders in the state. In this section, we
present empirical evidence to buttress this charactenzation. In the first part of this
seciion, we describe the age of onset for first erimenal arrest for members of our samples.
The second part of this section contains a description of the overall offending patterus of
the three samples, including airest counts, and the ineans, and prevalence rates for

spectfic crime types.

Age at First Arrest

Age of onset 1s a critically important variable in the discipline of ciminology
because not only 15 it one of the most significant predictors of the frequency and
seripusness of subsequent offending, but it is zlso a highly accurate predictor of the odds
of becoming a persistent offender who continues offending into adulthood (sce ¢.g.,
Loeber 1982, Farrington et al. 19%0; Elliott 1994; Telan and Thomas 1995, Tracy and
Kemp{-Leonard 1996; LeBlanc and Loeber {998, Loseber et al [998; Avers el al 1999
Lahey et al. 1999). Individuals with the carliest ages of onset (whether measured through
self-report or official data) tend to have the [ongest criminal careers and to be involved in
the most serious and violent offenses. They also commut eriminal acts at tugher rates than
do others. Indeed age of onset is extremely important to the 1ssues addressed in this
study. Population heterogeneity theorists such as Gottfredson and Hirschi argue that an
early zge of unset is but a proxy indicator of higher criminal propensity, and that is why
idividuals with enrlier ages of orsel have cnominals careers that tend fo be longer, more
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frequent, and more serious in nature (Nagin and Famington 1992b; Dean et al. 1996).
State dependence thegnsts, on the other hand, argue that an early age of onset could
cause an individual to have 2 longer, more frequent, and more serious ceiminal career as a
result of the nczative {state dependence) effiects generated by the early arrest (Nagin and
Farringlon 1992b). To the dual taxonomy theorists such as Moffitt and Patterson, age of
onset 1s 2 marker varniable that indicates whether the individual is in the life-course-
ﬁersistent (“eariy onset”) group or the adolescent-limited (“late onset™) offender groups
{Nagin and Famington 1992b; Dean et al. 1996; Thormberry and Krohn 2001).

Table 6.1 contains the means and the 257, S0™, and 75" percentiles of the
distributions of the ages at first arrest for those in each sample and for all three samples
combined. For comparative purposes, we also present the results on the basis of the courl
of commitment (jpvenile court commitment ar:d adult court commitmerits). For ail 4866
cases in the three samples, the average age at first arrest was 13.89, and 75% of the wards
in each of the samples had been arrested prior to age 16. The median age at first amrest
(13.81) was very similar to the mean age, although the distribution is {not swprisingly)
slightly skewed-right (which 1s diagnosed by the fact that the median is larger than the
mean). In fact, a kemel density graph for the age at first arrest variable indicates that the
distribution is fairly normally and symmetrically distributed around the mean, although it
15 slightly skewed-rght.

More impettant]y though, there was not a larze substantive difference in the mean
{or median) age at first arrest among the three samples, although the 1981-32 sample
enses were sliphtlv older on averaze {14.2) than either the 1986-37 or 1922-92 samgles
{both averaged about 13.6}. It is also very clear from these resclts that a sizcable
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Table 6.1. Mean and Percentiles of Age at First Criminal Arrest Distribution, by Sample

Fercentiles

N Mean 25th S0th F5th
AN Wards

1581-82 Sample 1584 14.22 i2.5% (4.24 16.01

1D86-87 Sample 1443 13.68 1231 b3 15.11

199192 Sample 1434 11,64 12,49 13.8] 15.07

_ All 3 Samples 4866 13.89 12.45 13.93 15.40
: Juvenile Court Commitments Only

1981-82 Sample 1063 12.98 1M 13.29 14,51

1986-87 Sample 085 13.21 12.01 1339 14,55

19%1-92 Sample 1308 [3.50 12.42 15.74 14.92

All 3 Samples 3463 1325 12.07 1343 14.69
-r:\.;;-J Adult Criminal Court Commitments Only

1981-82 Sample 921 15.47 13.91 (5.84 13.07

t986-87 Sample 354 1514 13.67 15.09 16.93

1949 1-92 Sample 126 1505 13.61 1520 16.77

Al S Samples LR 15.4% 13.85 1558 17.54




percentage of each of the samples has a very precocious age at [irst arest—roughly 23%
of the samples have been arrested before they tumed 13 years old. Of those who were
arrested before age 13, about 50% were arrested before they tumed 11 years old. Agan,
seventy-five percent of the cases in these three samples had been arrested prior to the age
of 14,

When the samples were further disagyrezated on the basis of the court of
commitment, we found that the average age at first arrest for the juvenile court wards {in
all three samples) was 13 .25, whereas it was 15.5 for the adult court commitments. More
importantly, afler disaggregating the samples by court of commitment, the sntall
differences that existed between the samples virtually disappeared. The reason the 1981 -
82 sumple had a slightly higher mean age at first amrest was purely a consequence of the
fact that this sample had a higher percentage of adull ceurt commitments, who on-
average had older ages at first arrest than did the juvenile courl wards, Nonetheless, the
main point indicated in Table 6.1 is that on average, the age al first arrest occurred fairly
early in the lives of the members of each of our samples and also (hat there was some
variation around this average age E;‘-fﬁﬂ 1n this select group of offenders.

Appendix D contains a graph depicting the cumulative ages of first arvest for each
of the samples (Panel A in Figure D.1) and for the juvenile count commiiments in each

sample (Pancl B in Figure 11.1).
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Crimioal Arrest Patterns

Attention is now tumed to the extent and nature of criminat activity in each of the
samples. Table 6.2 contains information regarding the sum number of arrest charges, the
mean number of arrest charges per case, and the participation rate for each offense type
for each of the samples. The offenses Eave been broadly categorized into 6 main
categories {(which are in bold type in the Table 6.1): {1) Total; {2) Total Serious: (3)
Violent; (4) Propery; (5) Drug; and (6) Residual* Attention here focuses on the results
concerning the 6 main categones, but results are also presented in the table for 25 offense
categories subordinate to the & main categories listed above. In total, the 4,866 cases in
the three samples amassed 99,830 arrest charges as of June 30, 2000, Because the totat

time “at risk” vartes greatly between the samples, we keep comparisons between the

samiples to a minimum,

The 1981-82 Sample

The 1,989 members of the 1981-82 sample accurnulated 45 312 arrest charges.
This averages out to just under 23 arrest charges per ward. Of the 23 average arrest
charges, just over 50% of them (12.51} were for senous crimes such as homicide,
robbery, ageravated assault, grand thefl, auto thefl, burglary, and drug trafficking.
Disaggregating the arrests into violent, properly, drug, and residual offenses, we see that
these offenders are quite versatile in their criminal behavior, engaging in a wide array of

offenses. On average, sach of these wards had 5.3 arrest charges for violent offenses,

P Appendin A contaims a descriphon of the speuific afferses used 1o wenerabng these vanabies
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Talle 6.2, Suwms, Meaus, and Participation Rates of Arrest Charees, by Sampic

_ 1981-82 Sampls {M=105%) 1986-87 Sample (N=1443} . 151 -91Ek_|:n_p_|£_[ﬁ*'1434}
Simt# ol  Mean# of Partcipstion  Sum # 0f  Mean 8o Paricipaln Som # of  Mean 8 ol Participation
Charge Type _Charges . Charges Rale Charges  Charges Rawe  _ Charges Charees Rare
Tutal 43312 2178 100.0¢ MTI4s 21.33 104300 13143 16.58 1an.on
Toty] Serions 14383 12.51 0985 16290 11.2% 55,79 12311 £59 993
Vialent 10371 &M 80,45 7601 an 31.61 6558 4.57 93,58
Serivus Yieolony 6198 312 43.01 4312 209 8157 334 247 B35
Flomigide 17 Gt 215 155 &1l 9,47 1458 0.g G407
Foecible Mape 156 018 .97 232 01s 10053 161 0.1t 3.37
Hobbery 2564 1.44 £0.09 1905 1.32 58335 1453 L.0z 5279
Apsravated Assiult RO | 1.4 31.58 1303 1. 54142 1359 0.95 5344
Ko map s Lot ion 213 0.0 9,05 145 014 B.ED R n.ov 386
Child Muolesiation 132 407 4388 114 008 631 &8 605 d.1%
Sodumyd Forced Oral Cup. 145 006 42 73 D45 4.37 67 005 1356
Woeapan Dhscliye 225 .1 833 1 0113 1043 1 &9 013 11.09
sanple Assault 4373 220 G491 3248 238 T1.52 3014 210 6946
Progeerty 17337 1.71 45,48 16415 712 93.01 7242 .03 203
Sevinug Property L4173 TH 94,002 £297 573 9252 &011 4,19 5739
s Burelny o422 148 54,872 iR 238 T9.63 2059 L4 62.672
[ Aot Theli g9 1.5% 5597 1937 1.37 5379 103 1.47 6297
= Mz Tliell 1932 .98 6787 2524 1.75 67.98 1773 1.24 57,53
Arson 146 .07 6,33 FES 0.065 444 TG .05 4.1%
ety Thelt Jla? ) 61.49 18 1.47 38.34 123] 0.46 4421
e 2342 4.71 T1.33 1115 4.93 039 411 2.9 Tr45
Seriones D 4312 277 6313 FAED 24835 ER.A 2746 1.93 f2.34
Salesf Pralfcking Xy 0T L7 a4 0,46 24 8% 371 0.4 2413
Msess'oss, For Sale i 1.90 G0, 78 3020 209 63 45 2193 1.53 i9.U0
hher Deeg Ofenses RS0 2.44 3566 1435 2.58 5572 1435 1.01 38.00
e Besiduoal Offenses 2042 404 £6.72 5645 391 Q002 5711 3.599 .66
Febony Weapon Poss. 1179 0.6 VRO 980 0.£9 R4 £34 D3R 1780
Cibier Sex Ollenses 337 17 10446 191 013 L1k 13R 041 1.88
Nl Frelony ChEenses 341 027 19,24 410 024 2R 22 034 LN
L s o Seviene Fae Te3 020 T4 38 5] 3E 1502 32 .36 T3R80
tithier dhse hlvad, E 23] T 3302 LR X T 3693 2548 E1.31

Molew b pation ol bt dbes U perienmage of e cage- o e Sunples woath ac leage | amest chadge of that oy pe

“Herions Valenl” mgludes all voikent cliarge £ e ludine simple a4sault chacpas “Reronus Property” inchudes alf proposy charges excepr for the "Peery TheR™ caregory
TSegogs Do anelinteg all drag ¢l ierges seeept the "Dl Direg Gilenses™ cateeory ~Towt Senow” e lukes the followang All *Sengwn Yislen chaeges

"G s Teapersy” chapes, 3nd “Senous Eliug” charges



8.72 amrest charges for properly crimes, 4.7 charges for drug oflenses, and about 4
charzes for rezsidual offenses.

Looking at a few of the sub-categories, we see that our sample members averaged
about 3 serious violent offenses (which includes all of the violent offenses except simple
assault), and they were arrested for 2 simple assault charges on average. Most of the
property charges for this sample were also serioys tn nature. For example, they were
arrested, on average, for 3.5 burglary charges. They were also arrested on average for 2.5
“miscetlaneous’ arrest charges (e.z., loitening, disturbing the peace, mail tampering,
vandalism, tampering with an aute, gambling, possesston of bucglary tools, failure to
appear in court, possession of false identification, and false information to a police
officer).

The participation rates of the various crime types also speak to the wide variety of
criminal activities in which the majority of these cases were involved at some point in
their lives. Consider that over 90% of the sample members were arrested for at least !
violent offense, and over 3% had at least one serious violent offense such as forcible
rape, robbery, or aggravated assault. The most prevalent violent offense types were
robbery {61%), aggravated assault (52%), and simple assault (05%). Almost every casce
in the sample was arrested for at least one senous properly offense (94%), and over 85%
of the cases had at least one arrest charge for burglary. Sixty percent of the cases had
been arrested for auto theft. Three-quarters of the sample had at least one drug arrest
charge in their arrest histories, and about 60% had been arrested at some point for either
possessing illegal narcotics/marijuana or for possession these illegal commoditiss with
he intent to sell; ubou: 20% had heen arrasted for a drug trafficking charge. Finally,
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about 36% of the 1981-32 sample had at least one arrest charge for the residual offense

category.

The [986-87 Sample

The cases in this sample (N=1,443) acceued 30,770 arvest charges by the end of
the follow-up period, with an average of about 21 arvest charges per case. Similar to the
1931-82 samgple, about haif of their arrest charges were for serious offenses. These
offenders were arrested on average for 5.27 violent offenses, 7.22 property offenses,
about 5 drug offenses, and about 4 residual offenses. Looking at some of the specific
offense categories in Table 6.2, we find that these individuals were arrested on average
for 3 senous violent offenses, and just under 2.3 simple assault charges. With respect to
their property offending, they were arrested on average for 5.75 serious property
oftenses, including an average of 2.6 burglary charges and 1.75 major thefl charges {e.g.,
grand theft, forgery, possession of stolen property). This sample was also heavily
invelved in Jdrug offenses, and indeed, even accrued more drug arrests {on average) than
did the 1981-82 sample. On average, thel9?36-87 sample was arrested for two
possessior/possession for drug sale charges and 2.4 “other” diug offenses {¢.2,, under the
inlluence of drugs, possession of drug paraphemalia, pessession of hypodermic
necdle/syringe},

Again, an examination of the parlicipation rates of the specific cnime types
confirms the exiensive naturc of the criminal activity of the 1986-87 sample. Ninsty two
pereent of the sample had been arrested at least once for a vicleat offense, and about 82%
of the sample was arrested for a serious viclen! offense. Roughly sixly percent was
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arrested for 2 robbery charge, 54% for aggravated assault, and 72%; for a stmple assault
offense. Like the previous sample, the members of the 1986-87 sample were also
extensively involved 1n both property and drug crimes as well. Ninety-five percent of the
sample was arrested for at least one property offense, 80% had a burglary charge, and
similarly, 80% of the sample had been arrested for at teast one drug cha;gc; with sevénty
percent having been arrested for at least one serious ding charge. This sample was also
heavily involved in the residual oflense category as well, with 90% of the having at least
one charge for offenses under this heading, with nearly 40% having been airested on a

felony weapons charge (e.g., possession of a machine gun, possession of a “sawed-off

shotgoen™y.

The 1291-92 Sample

Finally, Table 6.2 indicates that the 1991-92 sample was also heavily involved in
criminal activities. The 1,434 members of this sample were arrested for 23,742 criminal
charges. The “average™ case in this sample was arrested for 16.56 charges, and once
agatn, we see that over one-half of their arrest charges were for serious oflenses. On
average, they were arresied for 4.6 violent offenses, 5.1 property offenses, 2.9 drug
ofienses, and 4 residual offenses. Some of the arrest charge totals for specific offenses
mictude an average of 2.5 serious violent charges, 2.1 simple assault charges, 4.2 serious
property charges, 1.% senous drug charges, and 2.6 "misceltancous™ charges.

The participation rates also ndicate that the members of this 1991-92 sample
were invelved in 2 wide assorument of offense types. [ndeed, 94% had ai least ore
viclent offense 10 their arrcst history, 2% had been arrested for a serious vigleat olfense-
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- 53% for robbery, 55% for aggravated assault, and 70% had an arrest for simple assault,
Again, we tind that 30% of this sample had been amested for a property offense, and that
nearly an equal proportion of the cases {88%) also had at least one serious properly arrest
charge in their arrest history. Over 70% of the sample had been arrested on a drug charge,
and 60% for had an arrest charge for either possession of drugs er possession of drugs
with the intent to sell. Finally, about $0%: of the 1991-92 sampie had been attested fora
residual offense, including 38% for a felony weapon possession charge and 23% for an
escape/atiempied escape from a secure custody facility (e.g., jail, juvemie hall, CY A,
CDC). Many of these escapes were rather dramatic. For example, one case was on his
way to the county jail having afready been arrested for burglary. Whils en route to the
jail, the ward dove head first through the rear passenger’s side winduw while the window
was rolfed-up and the police car was moving at about 25 miles per hour. This case was
arrested a couple months later, at which point he was charged with misdemeanaor theft of
county praperty {the handcuffs) and escape. Another case invelved a ward who had been
arrested by his parole agent on a burglary wammant charge. While the parole agent was
talking to the ward's parents, the ward jumped through a second story window while
handecuffed and then escaped through a field in the bacloyard.

In swm, the results in Table £.2 speak to the great guantity of cnminal offending
among these 4,366 individuals {who amassed almost 100,000 arrest charges tn total ar
about 20 charges cach}, but these data also speak to the seriousness of their offending
parterns. Almost all of the sample members had al least one sericus offense ir their arrest

histaries, and about kalf of at] of the total arrest charges wers for serious crminal
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offenses.” F urthermore, and perhaps more importantly, over 80% of the members of each
sample had been arrested for at least one serious violent offense. Indeed nearly 10% of
each sampie had been arrested at least once for homicide, and over half of the members
in each sample had been arrested at least onee for both aggravated assault (e.g., assault
with a deadly weapon, aggravated as.sau]t on a peace oflicer) and robbery.

To conclude this section, we make a comparison to the Glueck's data utilized by
Sampson and Laub (1993) to study crime among high-nisk uffenders. The Glueck's
sample has been characterized as a group of serious and persistent offenders (Sampsan
and Laub 1993; Sampson 2000) and according to these authors (who also coded the three
most serious charges per arrests), the 480 male juvenile delinquents had been amrested for
6300 criminal charges by age 32. This resulted in an average amrest charge total ef 13.13
chargeé through age 32, For the two samples in our study that had a significant
proportion of the sample at nsk through age 32 (the 1931-82 and 1980-87 samples), we
caleulated the arest charge totals through age 32 for the proportion of each sampie that
was at risk to this age. For the data used here, the comparable arrest charge averages
were 21 in the 1981-82 sampie and 20.91 in the 1986-87 sampie. Thus, the oflenders in
our study average arotnd 7 more amest charges by age 32 in comparison to the juvenile

delinquents in the Glueck's data used by Sampson and Laub.

e

® The kandful of cases not arestzd for a serious offenses were chremically invalved in either pemty theft
antfce simble assault).



Post-Release Recidivism Rates

[n this section we discuss the post-release recidivism rates for each of the parole
release samples. Here, we use arest for a new criminal charge as our measure of
recidivism, whereas the CY A generally repods purole remeval rates (which include
parole revocations, CY A recommitments for law violators, and discharges due to jail and
prison commitinents fur law violations) in the 24 months since release as its measure of
recidivisin. e note that on. May 5, 1998, the Director of the CY A at that time

(Francisco Alarcon) released the following prass release:

The recidivisni rate for offenders released from the Califormia Youth
Authority {CY A) has rezched its lowest level in nearly two decades,
according to a parcle performance report released by CY A Direclor
Francisco J. Alarcon.

The report, which is based oo lindings trom 3,212 olfenders released to
patale in 1995, shows that less than half (49.6 percent) violated their
parole within 24 months - down from a §5.1 percent recidivism rate for
those offenders released in 1994, In addivon, the repord relizcts the largest
single year drop from 55.1 percent last year to 49.6 percent for the 1995
releases. The parole failure rate for females dropped to 24.8 percent, its
lorarest singe 1979, and the rate for males declined ta 546 percent, down
from a lugh of 61.7 percent in 1986

"These numbers reflect an improved success rate for CY A parolees, and
that transtates into a positive impact on public safety and hundreds of
fawer victims of crime,” said Alarcon. "'We incarcerate the most serious
and violent young offenders in Califormia, and the fact that we're
effectively reaching over half of them speaks to the quality of vur staff and
our institutionat programs”

{http /iwww.cya.ca. gov/Library/news/recidvsm html, 9/17/02).

These statistics, however, must be interpreted with caution because they rely on the
CYA's basic measure of recidivism—the 24-month parole cuicome. In our opinior, this
24-monik perals peromance ncasure is a lawed measure of recidivism 1t includes
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data only for the period in which wards are under the supervision of CY A parole agents.
Ower the past two decades, an increasing proportion of CY A wards have been released
with little or no jurisdiction time available for parole supervision {i.e., their peniod of
parole supervision does not cover the full 24 months). Therefore, we believe that actual
criminal arrests are a better indicator of the post-release performance of these wards
because amest data are not dependent on the length of parole supervision, and thus are a
better indicator of post-release peiformance. Further, as Maltz (1984) argues, failure ou
parcle can arise for many reasons, some of which are not even violations of the crinuinal
faw (e.g., frilure to obtain a job). Thus, we believe that parole failure is not a very
precise measure of subsequent criminal activity, since one’s parole can be revoked for a
variety of non-criminal reasons,

Using subsequent arrests for a new criminal charge as our measwre of recidivism,
Table 6.3 contains the estimatad and actual probability of surviving or remaining “arrest
frec” for various periods of post-release time. The estimated survival probability
columns represent the estimated probability of “surviving artest free™ up to at lcast the
specitied time period in each row (representing each year afler release). This statislic
was obtained using the Kaplan-Meier preduct-limit formula detined as

d

$0-TT| -2 |,

480 n."

wher? #; represents the number of individuals al risk at time ¢ {i.€. those not arrested yet
and still nnder observation) and o, represeats the number of tndividuals at nsk who were
arresied during time ¢ (Allison 1995). The quantity in the brackels represents the

canditienat prebability of remainicg arrest free during a goven dsterval of time given that
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Table 65.3. Estimated Survival Probability of Remaining "Arrest Free"” of
a New Crimingl Charge as a Function of Years Sinte Release

Estimated Survival Probability in Each Sample

Years Since Release 1981-82 1986-87 199192
1 0802 0454 (r.482
2 0.342 0.299 0,308
3 0 255 0.217 225
4 0210 0.162 0.171
5 o180 0128 0.135
G 0160 Q117 Q114
7 0,147 0.106 0107
8 n.135 0.0a5 0.0898
o 0.128 3.54349 --
10 0.122 0.084 --
vkl 0119 0.081 =
12 0113 0.08% --
13 0.11% 0.077 -
14 0107 - --
15 0105 -- --
16 0103 - --
17 0086 - -
18 0.0%4 - -

Eslimatad Median Survival Cays JG8 364 344

Ohserved Survival Rate 0.102 0.086 0111

Note The observed survival rate reflects the actual probability of remaining
arrest free {i.e., no new criminal arrest charge} through June 30, 2000, i does
not acecunt for the fact thal some cases were not at risk of arrest over the
entire follow-up period {i.e,, some cases died before the end of the follow-ug
period). The estimated survival probability presented above properly accounts
far the effects of this "censoring” of &t risk time.




the individual has remained arrest free up to that point in time (Allison 1995). The
produci-limit estimate represents the product of these conditional survival probabilities
up to a specified penod of ime. This method of caleulating the survival probability
properly accounts for the effects of the “right-censoring™ in this data that results from the
fact that not all individuals were at nsk duning the entire follow-up penod because some
of the subjects had died (as described in a subsequent section helow} and therefore were
not at tisk of being arrested. Due to the fact that some individuals were arested at times
later than the death (or censoring) times of other individuals, the observed survival
probability at the end of the follow-up period (June 30, 2000) is biased vpwards (or
overestimated).

In Table 6.3, we find that there was a considerably high rate of arrest during the
first year of parole release for all three samples. In fact, roughly 50% or more of each
sarnple was arrested for a new crirminal arrest charge within the first 3635 days after
release on parole. More specifically, the estimated probability of surviving arrest free
past the first year of release was 0.502 in the 1981-82 sample, 0.458 in the 1986-87
sample, and 0.482 in the 1991-92 sample. The estimated median number of days until
atrest ranged from 309 in the 1986-87 sample to 368 1n the 1931-82 sample, with the
1991-92 sampie having an estimated median time unt;] arrest of 344 days. By the end of
the third year, roughly 75% or more of each sample had been arrested for a new ¢nminal
charge. By the end ofthz eighik vear of follow-up period (the 1ast point in time at which
a1l three sumples were measured), the estimated survival probabilities were each at
argund 0.10 (aboul 10% had not been arrested yet), indicating approximaiely a 90%
fatlure rate The 1981-32 sample had the highest cstimated probabilizy of surviving airest
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free for at least eight years (13.5%), and the other two release samples were just under
0.10(0.095 {or the 1986-87 sample; 0.098 in the 1991-92 sample). Indeed, by the end of
the follow-up penod (June 30, 2000), the estimated probability of surviving arrest free
was under 0.10 in all three samples.

In Figure 6.4, we depict 2 graphic portrayal of the survival probabilities presented
in Table 6.3. There arc several interesting, illustrative pcints concerning the recidivism
rates of the three samples that can be gleaned from the survival curves presented in this
" figure. First, the survival curves presented in Figure 6.4 clearly indicate that the CY A
wards in 2l three samples were at an exceptionally high-risk of arrest for a new criminal
charge during the first yvear of release (i.¢., the drop in the curves 15 exceptionally steep in
the first year). Second, it is alse clear that there was a significant decline in the rate of a
first arrest {for a new criminal offense} after the third year ol release given that an
individual was able to remain arrest free for the frst three vears (i.e., the curves starl to
level off, although they are still dropping in cach year). Third, the curves presented in
Figure 6 4 also make it blatantly clear that relatively few individuals in any of the three
release samples were able to remain arrest free during the follow-up period. In fact, we
believe thar these results point to the inadequacy of the CYA's generally employed
recidivism measure (parele removal within 24 months of release), and that the more
adequate measure of recidivism rates of CY A ward's employed here indicate that the
recidivism rates of individuals released from the CY A are considerably bigher than those

presented by the CYA in its publications.’

¢ This pomt s supported to an even greater degree by the faci that mose than 30% of the cases in vack 0f
Tess three samples end up incarzerated 1n the CDC for @ rew coaviction for & sessats eniminz] chas gz thi
wiarTanted wncarceration 11 the stare penal svstem.
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Figure 6.4. Estimated Survival Probabilities of
Remaining Arrest Free as a Function
of Years Since Release
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Finally, with respect to companng the survival curves of the three samples, it 15
evident from these curves {which connect the survival probabilities at the varous time
points) presented in Figure 6.4 that the survival curves of the 1986-87 and 1991-92
samples were nearly identical, while the 1581-82 sample had a curve that was marginally
elevated above the other two samples {indicating a marginally betier chance of remaining
arrest free). However, we show in Chapter 7 that there is a “class” of oftenders in the
1981-82 sample that was unigue to this sampte and was composed of a group of males
whao: (1) had a later age at first arrest, {2) had a very low rate of arrest over time, ang (3}
were largely sentenced from the adult criminal courts. This ¢lass or group of affenders
was removed from the CY A population as a result of the legislative changes descnibed in
the Chapter 4. Removing this group of offenders from the sample used to caiculate the
survival probahlities presented in Table 6.3 and Figure 6.4 resulted in nearly identical
survival curves for each of the three datasets. In fact, after remowving this class of
olfenders from the 1981-82 sample, the survival curves across time for all three samples
collapsed on ore another to the point that they could have been represented by a single
survival curve. In other words, the survival probabiiities were essentially identical 1n all
three samples—the marginal survival curves indicate that there were no signuficant
differences in the recidivism rates between these three samples, especially afier removing
the ane class of offenders unique to the 1951-82 sample {znd who were removed from Lhe

CY A population pureiy as a resujt of legislative changes).



BACKGROUND CHARACTERISTICS YARIABLES

The data displayed in Table 6.4 depict the background charactenstics of the wards
in our study al the time they were incarcerated in the CY A for the sample stay. Ali of'the
variables in Tabie 6.4 are binary or dummy vanables, and thus the means displayed in the
table represent the proportion of the sample coded as [ on the vanable (:rhich was used
to indicate the presence of the characteristic). Again attention here focuses on providing
a description of the cases, and not explaining the presence and/or significance of the
differences between the samples. As a general comparison of the differences between the
samples, we note that the overail picture of the results regarding our data {excluding the
ethnicity varniables) indicates that, in terms of the backeround characteristics, the 1980-87
sample came into the CY A with a “more troubling past” than did the 1981-82 sample.
Similarly, the 1991-92 sample came into the CYA in 2 “more troubling past” than did the
1986-87 sample. For some of the “troubling characteristics,” the greatest change
accwred between the 1981-82 and 1986-87 samples, while for other such characteristics
the greatest chanze was belween the 1986-87 and 1991-92 samples.

The first set of results we report here pertaing to the ethnicities of the wards that
we have catevorized here into 4 broad categones: White, Hispanic, African-American,
and “Other” (which is primarily composed of individuals of Asian descent). In the 1981-
82 sample, White and African-American wards each consist of about 353% of the sample,
the Hispanics comprise 23%, and the remaining 2% were in the “Other” category. In the
other two samples, the percentage of White wards decreased in exch sample (28% of the
1926-87 sample and 20% of the 1991-92 sampie). The Hispanic wards made-up 33%
and 347, of the '986.87 and 1991-92 samples, respeciively. The percentage of cases that
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Table 6.4. Means of Background Characteristic Yariables, by Sampie

Sample
Variable 1981-82 (HM=1989) 1956-87 (M=144™1} 199192 (N=1434)
Eilinicily
Whire 036 028 0.20
Hispanic 0.25 0.33 0.34
Africon-American 0.536 0.37 ka1
Oiher a.02 04z (+.06
Family Backgronnd Characteristies
Family Violénce .17 0.18 023
Parental Alc./Dmug Dependence 027 0.24 .42
Paremal Criminality 0.2 028 N33
Siblimg Cominaliby 0,19 0,38 {143
Lack of SupervisionNeglect 0.35 .43 065
Inelfective Control {.60 077 0 &6
Subject Characteristics
Physical Abuse G135 020 0.22
Sexual Abuse R 6.03 LQs
[iree Aluse 0.6% (.86 072
Gang Member/Association 0.29 0.51 .74
Previows Vieleni Dehavior G20 036 (HR3.S
Schoal Exropoyt 033 0.3% 0.87

Mute: All variables are binary (durnmy) variables and the means represent the percentags of cases
coded as 1 fwhich indicares the presence af the characteristic).



were Alrican-American also increased over the two samples, constituting 37% (1936-87)
and 41% {1991-92) of these samples respectively. The percentage of cases in the “Other™
category was stable between 1981-32 and 1986-87 (2%), but increased to 6% in the
1991-92 sample,

The nex! set of data in Table 6.4 concerns what we have previously termed
“troubling characteristies” concerning the ward’s family environment. About 20% of
each sample was raused ina farr:ily setting in which there were regorted acts of famly
violence and (roughly speaking) around ene-third of the wards in each sample had one or
more parents with a drug or alcobol dependence problem (27% in 1981-82, 42% in 1991-
92). There is alse some evidence of refatively high rates of criminal activity of both
parenis (20-33%) and siblings (around 40% in all three samples), and a substantial
number of the wards were raised in family settings characterized by either a lack of
supervision or neglect of the ward {35%-63%). It was even more likely that the wards in
the samples were reported to have been beyond the control of their parents/guardians
(60% in 1981-82; 77% in 1986-87; 86% in 1991-92).

The final set of data presented in Table 6.4 relates to same of the other “troubling
characteristics™ in the social backgrounds of the subjects. Around 20% of the wards were
reported to have becn subject to physical abuse/exilreme punishument when they were
growing up, and about 5% or less of the cases in each sample had reportediy been
sexually abused. The recorded drug abuse patterns also speak to a major probiem or
“troubling characteristic” afflicting a great majority of the wards in each sample. About
70-30% of the wards in these samples were reporied to have had a lustory of drug abuse
problems in then backgrounds, with some of these wards addicted to heroin,

253

RO



cocaine/crack, and sniffing paint. Indeed, one case in the 1991-92 sample was already a
heroin and methamphetamine addict at the precocious age of ten, afler having been
introduced to these drugs at age 9 by an uncle. The estimates of drug abuse palterns
reported in Table 6.4 are right near the estimated percentage of the CYA population with
a drug abuse problem (70-80%) based on a dctailed questionnaire/interview with a
sample of CY A wards (sce, Haapanen and Ingram 2000, Wilson et al. 2001). Our Jata
indicate that there was a precipitous increase in the percentage of each sample that was
cither reported to be 2 gang member or was a known “zssociate” ol a gang, and this
increase {from roughly 30% in 1981-82 to 75% in 19%1-92) cotncides with the
documented proliferaticn of street gangs and the explosion in gang-related homicides
occurring in the period bebween the early 19805 through the early 1990s (Klemn 1995;
Maxson 1999). Lastly, a considerable number of the wards in these samples had already
dropped aut of schaol prior to their incarceration for the sampie stay period.” This was
especially true for the 1991-92 sample—§7% of the wards in this sample had already

dropped owt of school al the time of their incarceration.

VARIABLES RELATED TO THE SAMPLE STAY

A summary description of the vaniables related to the sample stay is presented in
Table 6.5, As we have seen in Table 6.1, there was a dramatic difference between the
sumples in terms of the percentage of the cases committed from the juvenile court. This,

af course, is a direct result of the lezislation passed in the early 1980s {as described in

" Sare of the ¢ases had volunlarily diopped owt or kad just stopped attending wathoe formally

witle 1 awine  Otber £ases hae been tormally expelied from the schoo] distnat in which they residad, often
trsga tug to an arrest for possesiion of a leadsd diredm on school grounds.
283
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Chapter 5) that put constraints an the CYA as a sentencing altemnative for voung adulls
between the age of 18 and 21. The majority of each sample was in the CY A for a first
connimulment (&0-30%}, but the 1936-57 and 1¥91-92 samplss had a larger number of
parole violator admissions than did the 1981-82 sample. Recommitment wards were the
least prevalent admission type (at around 5-10% of each sample). The average age at
adrmission for the sample stay was about age 18, and on average the wards were between
the ages of 12.5 and 20 years old when they were released from the CYA. There was a
large increase in the average length of stay between the three samples {as noted in
Chapter 4. The average offender in the 1991-92 sample was incarccrated about 21.5
months, whereas the average ward in the 19 81-82 sample was incarcerated for thirieen
months. The majority of the wards were commutted o the CY A {or enher a violent
(40%) or property (40-30%) crime. There was an increase in the percentage of wards
committed for a drug offense (2% in 1981-82 and 16% in 1991-92), which 15 arguably a
consequence of the “War on Drugs” movement that hegan in the early 1980s.% Most of
the wards in these samples came Tom either Los Angzles county (40%) ar from
Northemn/Central Califormia (22-30%) counties such as Sacramento, Fresno, and Kem,
The remaining cases were cither from counties in the Bay Area (14-20%} such as
Alameda, San Francisco, and San Jose or from counties in Southemn Cabformia {(excluding
Los Anpeles) such as San Diego, Ventura, and San Bermardino {12-19%}. Finally, the

wards in these three samples were written up for an average of 1.1, 1.92, and 2.02 DDMS

! Some of the drug arests that resulted in the commitmens to the CYA involved smal amounts of drugs
such as a few individualily pacxaged “rocks” of crack cocaineg, while other hmes i invelved large amuounts
ol narcotics. Ooe case was arrested for selling ore and a half pounds of Black tar heroin o undercover
[YEA agenss, another was gorested with 5335 “balioons” ¢f hervin. whule anathar ¢ase was arrestad while in
possession ol 335,000 wosth of crack cocaine, @n automatic Nrearm, and 35000 13 cask.
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infractions respectively during their sample stay at the CYA. The increasing infraction
counts over time is probably the result of two characterdzations of these samples already
noted: the increasing average amount of time served mandated by YA Parole Board over
time and the increase in gang membership among clients served by the YA over time.
Thaose two characteristics tend to increase the chances for fights and assault among
wards, and many of these fights and assaults reported among the 1991-92 sample were

described as “gang related.”

MORTALITY EXPERIENCES

Altention is now tumed o the mortality experiences of the members of the three
samples. Table 6.6 presents the frequencies of death events in each of the samples, and
decomposes the major types of death into “High Risk™ and “Other Types."® The “High
Risk" death types included homicide, suicide, drug overdose, AIDS, and auto accident
deaths.

CH the 4,866 individuals in the th_rf,;c samples, 329 (6.8%) were found to be
deceased at some point afler their release, with 152 (7.6%4}, 98 (6.8%), and 79 (5.5%)
¢ealhs oceurring in the 1981-82, 1986-87, and 1991-92 samples, respectively. Even more
importantly, about eighty percent or more of the deaths were found to be in the “High
Risk™ death types categories. That is, the majority of the deaths in the sample were not

e result of Ynatural causes,” but rather most were the result of high-risk activities.

" Tl mapor bype of deatly wos obtained from the TCD9 and IS0 10 (1999 deaths) codes listed in the DSMF
files. The ICDY codes for frearm homicides uxluded the fullowing codes. EP65.0 through E965.4 and
EX?0. The [CDY nen-Orearm homicides included the foliowing codes: ES80 through E®64, E9635.5 through
E96%, and E971 threugh £978. The hormeide deaths in the 999 DEMF file were idertified using the
SO0 Mgrovp codes” 338 through 346, and grovp cods 340 was csed to determune iF it s was g firczim
hormueede
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Table 6.6. Frequency and Type of Death, by Sample

Sample

[951-32 (M = 1989} __1986-B7 (M =1443) 1991-92 (N = 1434)

¥ af % of %o of % of 2% ol Y of

Creath Type n Dieaths  Sampie n_ Deaths  “ample n Dezths  Sample
All Death Types 152 1000 1.6 98 100.0¢ 68 79 1060.0 55
"Hiph-Risk" Deaths mnr 10 5.9 B3 247 5B 69 373 4.8
Homicide 62 408 3.1 60 a1.2 42 fhl T2 4.3
Fireanm 5l 334 24 51 5.0 35 52 734 4.0
Mon-Ferearm E 53 0.4 5 £2 0.6 2 2.5 0.1
Leuwal fntervention 3 20 02 1 1.0 ol 1 [.3 0.1
Suicide 5 53 0.4 5 31 3 3 3B 82
Drug Overdose 22 14.3 1.1 11 11.2 0.3 3 3t 02
AIDS 13 BA 07 4 4.1 0.3 0 0.0 n.o
Auto Accident 20 13.2 1.0 B2 0.6 5 6.3 .3
Oeher Types af Deach is 230 1.8 15 133 1.0 0 12.7 0.7




Descnptions of four of the deaths in the 1491-92 sample can help to describe the high-

risk nature of some of these deaths.
Case 1: Decedent was shot in the head dunng a shoot-out with
an armed sccnity guard dunng the robbery of a store.

Diecedent was shot after wounding the guard.

-y
Casc 2. Decedent choked on hus own vomit duning a drug
overdose,

Case 3; Decedent was shot execution-style with the muzzle
presscd against his forehead. Fellow gang member was arrested
for the offense. Decedent was killed for testifying against the
homicide perpetralor.

Case 4. Decedent lost control of motoreyele at over 100 miles
per hour.

Perhaps the most striking feature of Table 6.6 concems the homicide event
totals—of the 329 deaths, 183 of tham (or 56%) were homicide victims! Furthermmore,
there was a considerable disparity across the samples in terms of the percentage of deaths
that were atiributable to homicide. Consider that the [991-92 sample had ten less vears
of cxposure and roughly 550 fewer wards than the 1981-82 sample, and yet the 1991-92
sample accrued almost the exact same count number of homicides as did the 1981-82
sample. In the 1981-82 sample, 40.8% (n = 62) of the deaths were attnbuted to homicide,
whereas in the 1991-92 sample 77.2% (n = Gt} of the deaths were reported as the resuli of
homicide. The 1286-87 sample feli nearly in the middle of the other two samples—G1%
(n =60} of the deaths in this sample were the result of homicide, Of the 183 homicide
events tn all three samples, 160 of them {or 87%) were the result of gunshot wounds.

The extent of homictde mortality in these three samples should not be taken

lightly. Te make & companson conceming the heightened risk of mortality amony the
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samples, consider that the homicide rate peaked in Califormia in 1993 at 12.9 homicide
events for every 100,000 individuals. Thus, to obtain 183 homicide events in the general
pepulation, one would have needed a sample of about roughty 1.4 million people for that
year, Granted the three samples analyzed hergin were followed over time, but the fact
that 183 homicide events were recorded in a sample of only 48606 individuals i= in our

. . - , I
vicw, an extreme homicide rate under any circumstances.

ADULT INCARCERATION EXPERIENCES .

Finally, Table 6.7 presents summary intformation reearding the eatrances of
sample cases luto thie California Department of Carmrections (CDC). Again, the different
amounts of exposure time betwzen the samples should be kept in mind when interpreting
the results in Table 6.7, As can be seen in the tuble, a sizeable percentage of each of the
sainples had been incarcerated in the CDC at least once as of June 30, 2000—65% of the
1981-82 sample, 69% of the 1986-87 sample, and 52% of the 91-92 sample. As of fune
30, 2000, 13% of the [981-82, 12% of the 1986-87, and 2% ofthe 199]-92 samples
respectively had E;ucen sentenced as “Two Strikers™ under California's “Three Sirikes And
You're Out” program. A larger percentage (3.3%;) of the 1981-82 sample hiad been
sentenced as a “third strike™ case than either the 1986-87 sample (2. 1%) ot the 1991-92
sample {(0.6%4). This 1s not surpnzmg since the selection mechanisms buwilt-into the

“Three Strikes” law in California put older individuals with convictions in their past at

the greatest risk of being sentenced as a*Three Strike” case. Thus we would expect the

" Far example, aut of the 144,243 :ndividuals who died between 1990 and 1999 e Calilorua that were
ko in the same years as the members of these tuee samples (i o, babween 1936 aad 1978, gniy 3% of
these individuals ¢ied 23 a result of Tomicids  In the three CY A samples, however, 33%, o! th2 cases fhal
disil between 1990 and 1999 di=d as @ result of henucide.
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Table 6.7. Surmmary of Variables Related to Adult Incarceration Experiences, by Sample

Sample
Variable P981-82 (M=198%) 1986-87 (11=1443) 1991-92 fM=1434}
%W ith At Least 1 CDC Stay % I % &8.9%% 52.3%
Prlaxinmum Strilie Status:
"Second Strker” % 12.7% 11.7% 9.1%
. "Third Stuiker"” % 1.3% 2.1%% 0.6%%
-'-'rﬁ'?' i Among Thase With at Least 1 CDC Stay:
: Avg. # ol CDC Siays 2.5 pA 1.6
Ava. [ength af Stay {in months) 255 232 19.5
Median Lenath of Stay {in monihs) 18.3 14.5 13.8
Average Age at Adinission FEN 262 AN
Average Age at First Admission 24.2 241 228
I Avg,. # of Total Years Incarcerated in CDC 54 39 2.5
: = MAedien # of Toral ¥ears Encarcerated in COC 4.4 37 20

W Mole: Length of stay was calculated as of June 30, 2000 if they were still ihcarcerated at that point.




1981-82 sample to have the most individuals sentenced as a third strike case since they
have had a longer time peried over which to accrue such a legal status.

Liriting the sample to only those individuals who had at least one stay {or
incarceration) in the CDC, we next generated some variables for these specific
individuals. The avarage number of entrances among those with at least one CDC
enfrance was 2.5 {for the 198§1-82 sample), 2.1 I[fr:t.r thel936-87 sample), and 1.6 (for
the1991-92 sample). The average length of stay ranged from 20-25 montns, while the
median length of stay ranged from 14-16 months.!' The average age af all admissions
ranged from 23.7 (1991-92} to 27.6 (1981-82), and the average age at first admission was
24.2 in both the 1981-82 and 1986-87 samples, and 22.8 in the 1991-92 sample. The
cumulative average number of years spent incarceraied in the CDC (as of Tune 30, 2000)
was 5.4 years in the 1981-82 sample, 3.9 years in the 1986-87, and 2.5 years in the 199]1-
92 sample, with the median cumulative number of years incarcerated ranging from 2 to
4.4 years. Among those who were incarcerated at teast once {and taking into account the
differing amounts of exposure time in each sample), the median number of cumulative
years mncarcerated was just under one-guarter (about .24 of the total post-release penod

in each sample.

" The distribution of length of stay is right-skewed due to wne effects of the “lifers” (thase sentenced 1o Life
lor murder or ciher extremnely serous affenses} and those individuals incarcerated for long pericds of time.
Thus, we fove presented foth the meduan and the pean lengths of stay as of fuas 30, 2000 The mediar is
o more accerase degiction of the tymcal seoience Secpuse of the skewad nature of the leagth of stay
Susirizubion
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SUMMARY

The main point we hope to have conveyed in this chapter is that the wards in our
samples constituie by any stretch of the imagination a group of very senous oflenders. To
put it bluntly, when it comes to accumulating a record for serious crime (for any
comparabic peEiDd af timz), the members of the samples of the other studies we have
reviewed here appear not to be “from the same league™ as the members of our samples.
Not surprisingly, many of the wards in our samples had led seriously troubled lives on &
number of fronts and appear to have faced a myriad of major problems {(besides the
problems associated with their cnminal activity), Drawing on a term from medical
sociology, considering their crime, social problems (e.g., drug ;buse, school dropout),
and mortality risk simuitaneously, the individuals in these three samples could be
accuralely characterized as having serious co-morbidity problems. In other words, while
these individuals frequently engage in a wide vartety of erimes throughout their life
course, crime is not the onty problem in the lives of these wards. Many of the individuals
in these samples were raised in rather chaotic family environmments, had serious academic
difficulties and educational deficils, and many of them (especially in the 1991-92 sample)
were raised in violent neighborhoods that were entrenched in gang activity. For many of
the individuals in these samples, their stay at the CY A as a juvenile/young aduit was a
mere prejude to an accumulation of additional serious problemns in adulthood, including
future incarceration in the CDC for some and, unfortunately, a much hugher than average

risk of death and homicide compared to others in the general population {which usually

wus 4 result of being shot with a firearm).
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Having now completed a summary description of the data, we next tur the focus
of attention to the two main substantive chapters of this study. In the next chapter, we

focus on the relationship between age and crime within [atent classes of senous youthful

offenders.
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CHAPTER 7

AGE & CRIME AMONG LATENT CLASSES |

OF SERIOUS YOUTHVYUL OFFENDERS

INTRODUCTION

In the lirst chapter of this study it was noted that one of the foremost
controversies in contemporary theoretical eriminology concerns how to simultaneously
explain the sources of both continuity and change in criminal behavior over time. The
“paradox of persistence” was desciibed as a descriptive empirical finding that highlights
the importance of the processes of both continuity and discontinuity in criminal offending
patterns across the life course. In the first and second chapters, we detailed how the crux
of the dispute between three different broad theoretical paradigms (1.2, population
heterogeneity, state dependcnce, and the dual taxonomy approach) centers largely on
predicted differences regarding the degree to which criminal propensity is stable/instable
across the life course. The explanation as to why criminal propensity 15 either
stablefinstable (or 2 mixture of both) is of fundamental importance ta the discipiine of
criminology because it has imponant theoretical implications for two of the robust or
“brute facts” of criminology: (1) the relationship between age and crime; and (2) the
association between past and subsequent criminal activity. We examine the topic of the
associztion between past and subsequent criminal activity in Chapter 8, but first we
investizate here the empirical relationship between age and cnime within latent classes of
ofenders (that are homogenous wiih respect to thelr criminal activity across the life
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course).” We presented four hypotheses in Chapter 3 that address the relationship
between age and crime, that included investigating (1) whether there are multiple types of
offenders, even on the high-end of the criminal propensity continuum, (2) whether there
are specifically only two different offender types corresponding to the “adolescent-
limited” and “[ife-course-persistent™ groups; (3) whether there exists an “adolescent-
limited” offender type in the high-nsk samples used herein; and, finally, {4} whether
there are stable between-group dilferences across the age range. Prior to presenting the
empirical results of this chapter with respect to these issues, we first bricfly address the
age-crime relationslup implied in the theories of Gottfredson and Hirschi (1990},
Sampson and Laub {1993), and Moffitt {1993), which respectively represent the
population heterogeneity, state dependence, and the dual taxonomy approaches to the
explanation of eriminal activity across the fife course.

Recall that the population heterogeneity theory of Gottfredson and Hischi {1990)
posits that between-individual variation in criminal propensity is sufficient to explaip not
only the criminal career “parameters” of onset, prevalence, incidence, and
duration/termination, but also the relationship between age and crime in gencral.
According 1o Gottfredson and Hirschi {1990) all offenders decrease their offending over
time. However, the between-individual differences in criminal propensity that exist at any
one point in time (which become reiatively fixed around the age of 8) continue to exist at
all other points in time. The shape of the age-cnme curve is hypothesized to be robust

from person-to-person (i.e., the shape is invariant). Stated differently, individuals differ

" The results of thus chapter are alse critical for Chaprer 8. We make use of the iatent class results presented
wn thus chapter in several of the analvszs :n Chapter 5.

295



with respect o their mean rates of offending, bul the age parameters governing the shape
of their offending trajectory ars the same for every individual tn the population. This
argument that the parameters of the age-crime relationship are identical across persons is
the core of Gottfredson and Hirschi's age invariance argument, All people, everywhere,
and within any historical period, tend to commit less crime as they age. Acca;d[ng ta
Gottfradson and Hirschi then, all individueals have their greatest involvement in coaiminal
activity during the late adolescent years of life, and their offending rates decline
unifornby thereafler. Azain, the key implication of this argument is that differences
hetween individuals persist over time, ot stated in terms of the erime-criminality
distinction, both the relative differences of criminal propensity (criminality) and relative
group differences in criminal offending (crime) endure throughout life. The invariance
argument and the stability of differences across the life course have prefound
implications for the study of crime. For example, if the relationship between age and
grime is invariant {and between-group differences that exist at one point in the age-crime
curve continue to exist at any other point in the age-crime curve), then only a single time
point {eross-sectional data) will be sufficient to measure the coiminality of any group.
Gottfredson and Hirschi {1937, 1990} argue that longitudinal data analyses such as the
ores undertaken in this study 2dd nothing novel to the study of cnime that cannot be
ztemiined by simply studying individuals at just one point in time.

According to the age-graded life course theory of Sampson and Laub (1993}, the
relationship between age and erime is due to exposure to varying levels of informal soclad
conirol that individuals cxperience across the life course. The aggregate age-crime curve
reactios i1 peak during adoleseence because that is the period of tine when the informal
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social control levels (in the aggregate) are at their weakest, the social bond is under the
greatest strain during this segment of the life course {see e.g., Hirschi 1969; Tittle 1938).
However, the increasing forces of social control that come into play (in the aggregate)
with the salient life events of adulthood serve to reduce criminal activity throughout
adutthood. More importantly, Sampsen and Laub foresee change in behavior as possibte
for all otfenders (at the individual-level), whether they are of high or low criminal
propensity. The opporiunity for change 15 available for offenders, even though some
offenders may not experience any change at all-—the change may come at later ages for
somie offenders compared to others, or it may be negative for some offenders (Le,
lnereasing arrest rates) and positive for others (i.e., desistence). The notion that change is
possible for all individuals (i.¢., for any offender type), regardless of the prior nature of
their offending history, is critical for Sampson and Laub because it speaks to the position
that differences in criminal propensity/eriminal activity are not necessarily stable across -
time. In fact, Sampson and Laub’s theory, which focuses largely on the salient life events
of adulthood {e.g., marriage, family, employment), stipuiales adulthood as the precise
period when the preexisting differences between individuals become less relevant for
crime partictpation than the salieat life events of adulthood that often produce a
corresponding increase of informal social control. Iiv other words, there should be
between-individual changes in the rates of criminal activity during adulthood that cannot
be explained as the mere unfolding of preexisting differences carrying over from the
carly childhood years. Sampscn and Laub, in fact, challenpge Goufredson and Hirschi's
Vinvarianes” argument beeause: {1) it cuts at the cors conceptual foundarions of the life
course perspective, espectalty the presumption that ime and place matter in the lives of
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individuais; and {2) because of the antogenetic fallacy overtones of their invanance
argument (i.e., attributing crime as due solely 25 a consequence of a preexisting personal
trait of the individual) that relegates the experiences of adulthood (and their supposed
benefits) to mece selection effects. Clearly, longitudinal data/analyses are critical to the
theory of Sampson and Lab (1993).

Finally, the dual taxonomy theoretical exposition of Moffit {1993) prediets both
continuity and change in criminal offending across time within populations, although the
words “‘continuity™ and “change” each apply to separate tneoretical offender groups
identified by Moffit. Change (discontinuity) defines the offending patterns of the
“adolescent-limited” offender group, whereas stability (continuity) defines the offending
patterns of the “life-course-persistent” group. Important for the topic of this chapter is
Molfitt’s (1993, 1997) areument that the mixture of the two hypothesized offender types
makes the aggregate age-¢rime curve assume its observed shape. The rapid upswingin
rates of criminal activity during adolescence results from the increasing parlicipation
rates of the adolescent-limited offender group, whereas the downward swing results from
the patterns of desistance in adulthood of this group.® Given that the adolescent-limited
group is assumed to be the more prevalent (of the two offender groups), the offending
patterns of the adalescent-limiled eroup are argued to determine the overall shape of the
curve, while the life-course-persistent offenders are largely responsible for composing the

childhood and adulthood tails of the age-crime curve. The key assumption of this

* This argument is skrredar in tone to that goven by Blumstein and hs colleagues {Blumstein and Cohen
1979, 1987 Blumstein et al 1986, 19882, 193%%; Faington 1933, 1985} The duiTerenes 15 that Blumsten
gt al. nrgued that all gfienders comumLt chmes 2t a constanl ratz as long as they are actve offenders and that
the agnruoate age-crime curve as5umes 1ts shape as @ resuli of varymny levels of parociganion [prevalence}
HO-S RN o KRR R
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theoretical explanation is that it is empirically possible to not onty distinguish between
the two different groups (with longimdinal data covering the chuldhood through
adulthood years), but also that it is only necessary to identify two distinet offender groups
in the oflender population {Fergusson et al. 2000). Similar to Sampson and Laub’s
{1993) theory, the need for 1qngitudinal data is also crucial for demonstrating the
empineal adequacy of the dual taxonomy theary of Moflitt (1993).

Chapter 3 of this study reviewed the extant literature on studies of the age-cnme
curve (within homogenous latent classes of offenders). The review discussed several
current limitations with studies on this topic that require further research. There were
two key limitations to prior studies discussed in Chapter 3. First, only one study to date
(by ['Unger etla[, 1998} has examined data from more than one dataset generatizable to
the same population over time. This relative paucity of research has made it difTicult nat
only to replicate the existence of a crime trajectory group over time, but also to establish
whether there are any changes in the precise number or nature of the offending
trajectories over time. The second main limitation noted (n Chapter 3 15 that, to date,
there have been only two studies of the age-crime curve that examine samples ot “high-
risk™ offenders (Laub et al, 1998, Piquero et at. 20013, and that each of these studies has
limitations (e.g., use of nonrandom samples, samples hmited to white juveniles only, data
gathered in the 1930z, limited segment of the age distnbution studied) that ieave several
vita] questions concerning the relationship between age and crime with this population
unanswered, Key questions we previousiy noted were: {1) how many “latent ¢lasses” of
offenders are necessary and sufficient to capture the vanation of offending trajectories in
the sericus youthful offender population; {2) kow do differences tn offending trajectories
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during the juvenile years relate to the nature of offending during the adult years {i.e., are
the between-group differences maintained over time); {3) is there an adolescent-peaked
group within this population?

Accordingly, we now present a series of analyses in tlis chapter that address these
questions using the three samples of (very) “high-risk™ offenders from the CYA. This
chapter has six main sections. In the first section, we present a descriptive summary of
the aggregate age-crime relauenship within the three samples. In the second section, we
describe the process through which we arrived at the optimal number of latent classes for
each sample. The optimal number of latent classes will provide evidence regarding the
empirical support in these data for hypotheses H| and H; described in Chapter 3. The
third section contains a statistical test of Gottfredson and Hirschi’s hypothesis that there
(s uniformity in the shape of the age-crime curves of the latent classes by testing the
statistical significance of allowing the magnilude of the age parameters to vary across the
latent classes (hypothesis Hy in Chapter 3). The final three sections present substantive
evidence concerning the hypotheses for the three sampies.

As discussed in Chapter 3, the results presented in this chapter are denived from
use of the semiparametric mixed Poisson model developed by Nagin and Land (1993).
Using the finat analylic samples constructed tor each of the three CY A samples, the

following model was estirmated on each of the thres samples:

in(}hl”r )= (B::- + E_,}"‘ ({uge{r f10)* ;'.Et ]+ (({agei }HC'CF]* ﬁ:g:’ ) . (1)
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Models allowing up to $ latent classes were tested, and the BIC statistic along with
empirical testing assessing whether the solutions are global maximums was used to select
the optimal aumber of latent classes or components in the mixture distnibutton {discussed
in further detail below). The finite mixture models employed in this study were
estimated using the sofiware program Latent GOLD, Yersion 2.0.% {¥Yermunl and

Magidson 2001}

DESCRIPTIVE SUMMARY OF THE AGE-CRIME RELATIONSHIP

Prior to examining the heterogeneity with respect to the age-crnime trajectories that
exist within the serious youthful offender population, we first present an overall
“haseline” description of the age-crime relationship. Figure 7.1 presents the agaregate
age-crime curve in the thres samples.’

As seen in Figure 7.1, the overall shape replicates the robust shape of the
aggregate age-crime curve, with rapidly increasing arrest rates in adolescence, a peak
arrest rate during adolescence, and then a decline 1 the amrest rate through adulthood. It
is informative to note that the trend of the age-crime curves (s amazingly similar acrass
the three sampies, which is the type of finding that originally sparked the “invariance”
argument of Gottfredson and Hirschi. In fact, the three samples are nearly identical up

through about age 13, afler which there is more variability from samnpie to sample; still

*We have orly zrapacd the carves up through Lhe last 2ge 21 which at least 50% ol the sample was
availabrle {at-risk) for estmauion. Agawe, a description of the percentage of cases that were al-ngk at #ach
ace v meserted in Appenedin O
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the overall pattern is relatively robust from sample to sample.* The peak age of arrest in
these three samples actually peaks earlier than the typical aggrecate age-crime curve
computed using overall population-level data (as presented in Figure 1.1), but this is not
surpnsing given that the samples are composed of known youthful oftenders who by
definition were active at an early age in life. For example, in the 1981-82 sample, the
peak age af arrest was age 15 (1.8 arrest charges). The peak age was also age 15 in the
1686-87 sample {1.89 arrest charges), and the peak age was 16 in the 1391-92 sample
{2.12 arest charges). In the final age presented in Figure 7.1 (which is the last age at
which at least 50% of the sample was availablg), the average number of arrest charges
was (.36 atage 37 (1981-82 sample), 0.33 at age 33 (19806-87 sample), and .55 at age 27
{1991-92 sample). It 15 interesting to note that the 1991-92 sample expenenced a mere
rapid decling in their arrest rates cotmpared to the other two samples, and this 1s the
sample that would have been most likely to have benefited from the crime rate and
corresponding arrest rate decling of the mid to late 1990s, Examining this 1ssue {i.e., how
possible “period effects™ affect serious offenders is an interesting question), however, it is
far beyond the scope of this study. Thus, in the aggregate, the aze-crime curve for these

three samples resembles the overall aggregate age-cripe curve (albeit wilh an earlier

* The dip in the rate between the ages of 18 and 20 for the 198687 sample and the 1991-92 sample
probably: {1} partially reflect the fact that only ages during which the effenders were incarcerated n the
CY A far the enfire “age year” during sample stay were excluded from being at-nisk; and (2) probably
partaally reflecting the increased parole revacation rates for those two samples compared to the 198(-82
sample. LIpformunately, determining, the pracise cause of the dip is impossible because we do not have
access on Lhe incarcerations in the CY A for parale revocztions. |f a ward's parole was revaked after the
date of release on the sample stay, we did not have acceses to the exact dates of the subseruent
imcarcerations i the CYA for the parole revocation, 2nd thus same individuals would appear to be at-fisk
when they really were icarcerated i the ©Y A for the enlire age-year. 1t 35 probably the faint inttraction
berween those 1wo possibirrnes that is largely responsible foz the drop. 11w our cantention that the drop s
artifactualiv e 1esult of complex atrisk processes, especially when you et the trend is back “on track”
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peak). Our attention now tums to examining whether there are diverse, heterogeneous
age-crime trajectories amoryg different “offender types” {or latent classes) congealed or
masked within the overall age-crime curve {computed for ali of the sample cases

combined). In the next section, we dizcuss the selaction of the optimal number of latent

classes,

SELECTING THE OFTIMAL NUMBER OF LATENT CLASSES

As described in Chapter 5, models with varying numbers of points of support are
not nested within each other, and thus alternative methods (besides the likelihood ratio
test} of determining the number of mixture comporneits have been recommended.
Following the lead of D'Unger etal. (1998} and Nagin {1999), we used the Bayesian
Information Criterion (BIC) statistic for selecting the appropriate number of groups in the
mixing distribution.

However, it was also pointed out in Chapter 5 that the selection of the optimat
number of points of supports for the mixing distribution is coraplicated by the facl that
mixiere models are known to often have a problem with “local solutions” (1., a unique
global solution is not always achieved) {Goodman 1574; Cameron and Trived: 1998,
Wede! and Kamakura 1998; Vermunt and Magidson 2001). This issue concerns whether
the likelihood function is unimodal {i.e., globally concave) or multimodal. In brief, the
local solution problem arises from the fact that it is possible to for the medel's numerical
algorithm to converge to multiple local maxima. Following the recommendations of
Wede! and Kamakura (1998) Cameron and Trivedi {£998), Greene (2000}, and Vermuni
and Magidson (20013, we tested extensively for the presence of local soiutions through
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the use of “multiple sets of starting values” coupled with multiple (10} runs of the
estimation procedure.  We describe this local solution problem and the testing process
below, but first we briefly describe the method of estimation employed in generating the

results presenied herein.

METHOD OF ESTIMATION & GLOBAL/LOCAL SOLUTIONS

The parameters for the semiparametric mixed Polsson models were oblained via 2
maximum likelihood (ML) estimation routine employing the Newton-Raphson

algorithm.” The ML estimation routine that maximizes the tikelihood function is

X,.0}, (2)

L =) nn £l

where B is a vactor of estimated mode] parameters, ¥, and X, are vectors of dependent

and independent variables, respectively, for the i" vector pattern, and #; is the number of

cases with the given (" vector pattern.®

In equation (2}, f(}f‘|}£l.,ﬂ) is the Poisson probability density function for

covariate pattern 7 given the estimated parameter values contained in the vector 8. The

*Furthar detailed information on using maximum likelibood (ML) estimation methods fer finite mixture
{latent ciass) models 1s availeble w2 Haberman { 1988) and Yecmunt and Magidson (2001}, arnd the
raximum likelihood method is described generally in Greene 12000}, This presentation draws heavily on
the exposition of ML metheds in Yermuni and Magidson (2991

* The computalion of the estimates of the semiparametric mixed Possen madel is simplified by using
“frequency weighted” data where individuals are grouped together according to a shared vecior patterr,
because it reduces the dimensionality of the matrices emeloyed during the estumatos process That is the
purpose for the », covarmte vector paftem companent 1n equanen {21 For exampte, if L 000 individuals
cemmain airest free ai age 7, those individuals can representad by | row of data that is “freguency weizhted”
by LOOO. rather thar incotpurating the informanon throwgh 1400 nows
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estimation task 15 to find a set the eshimates, denoted as B , for the parameter vector 0
such that partial derivatives of the log-likelihood function with respect to 8 are equal to

ZErD:

In this study, the estimates were obtained using the Newton-Raphson (WR) algorithun,
which is a gencral numerical optimization method, The NR methed is an iterative,

gradient-based method of optimization {(Greene 20007
0 =8 —eH g, {4)

where v denotes the current /" iteration, g is the gradient vector containing the first-

order derivatives of the log-likelihood function evaluated at 0°7' (i.c., at the pdor
iteration of the algorithm), € is a scalar aumber known as the “step” size, and H 1s the
Hessian matox (or abserved information matrix) that contains the second-order

derivatives. The elements of the gradient vector, denoted as g, , are equal to

2, = an _'E']Ef(}rrlxﬂﬂ}

38,

v fﬁ}

B

and the elements of the Hessian matrix are:
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M =Yn 8t !nf(y,[xr..e)_

T 28,00, ©

The asymptotic variance-covariance matrix of the maximurn likelihood estimates, which

are the finat estimates 8 that solve equation (3) above, are calculated by inverling the
Hessian mairix (the negative of the matrix of second derivatives of the log-likelihood

function with respect to the estimated parameters)

v{e)=H" = —{—Uﬁ: In {6 ]_l. (7)

a0 a6

Finally, convergence of the algorithm occurs when the sum of the absolute relative

changes in the parameier estimates, or

6 —éf"|’ (8)

mests a prior defined tolerance critsrion whereby the absolute change 1n the parameters

[}

meets the convergence ceiterion. In this study, we employed the use of a very “tight

convergence criterien: le-10 (or 0.0000000001)."

" Idealiy ong would like to sermunate the estimation algotithm when the gradicnt is acrually zzro; however,
17 plectce, such o convergence coilenan 15 prablemate because of the accumulzted roundny error that
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The focal solution problem anises because the condition defined in equation {3),
can often be satisfied with several different solutions such that a minor change in any one
of the estimated parameters leads to a degradation of the log-likelihood value. The
algorithun only distinguishes that 2 maximum has been reached, but it cannet determine
whether the solution is a global or local maximum solution.’ The distinction between the
two 15 that a local solution is the best solution in a paricular area of the parameter space,
wlhereas a giohal solubion s the best solution in the parameter space.

Perhaps a non-statistical description will help clarify this problem. Imagine that
you have to climb a mountain blindfolded ten times and you have to place a flag at the
top of the mountain when you think you are at the top {1.e., maximized the likelihood
function).? You climb the mountain using some pre-defined “siep” sizes that takes you,
according to your exact step rule {1.e, the numerical atgorithm), up the mountain to a
specific location. If you started climbing from the same spot every time you climbed the
mountain {i.e., use the same starling values), you will always end up at the exact same
spol because you take “steps” according to a very specific rule. Your ten ilags will all be
at the same spot simply because that is where vour “step rules” tell you the top of the
mouniain is located, not hecause tt actually 15 the top of the mountain. [f however, you

started your climb up the mountain from a different location cach time {i.e., use different

results fzrgely as a consequence of wsing digital computers employing the use of binary mathematics
{Greene 20007

 To date, the issue of local solvtions hes largely been ignared in the field of crimiaology, primarly
tecause the only way tw even test for the presence of lozal solutions is &y cstunatiag the mode! mulbiple
tiznes with random sets ef starting values. [one of the articles in criminolugy that employ the wse of the
Finite eruxture model discuss the ssie of local selutions, much less achually tost for the presence of them.
Peshaps cur rasuits are apomalous, bt they do indicaiz that lazal solutions may be a serous problem with
(he hurh-order lotent class models (g.g., 7-class, §-class models).

* QF course, Lhis 1s 20 avessimplificaton of the probiem beeause of the actual dimanstonzhily of ths
Likelnoad function, outihe 1mapery aceurately conveys e nature of the problem.
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starting estimates) and you ended up al the same [ocation each time regardless of where
vou started your ascent (i.¢., same likelihood value and same model parameter estimates
regardless of the value of the starting estimates), you would be more confident that you
had actually reached the top of the mountatn {i.e., attained a global solution). If on the
other hand, you placed your (lags at multiple sites {i.e., attained multiple local solutions),
you would nol be able to 1elt if you had actually reached the top of the mountain, nor
would you be confident that you really know where the top of the mountain is located
{i.e., what the true global solution is assuming there is one). The only thing you would
know was that at cerlain sites on the mountain peak, your “step™ size calculations
indlicated to you that if you took any other steps, you would start going “down the
mountain® again (i.e., a degradation of the log-likelihood value). Of course, the actual
peak of the mountain may be across the valley you were starting down into when yous
step size nule told you to stop. But since you cannot see the valley and the peak of the
mountain across the valley {you're blindfolded), you simply think you are at the top of
the mountain and stop. Qur approach to the possible problem of focal solutions ts to
climb the *likelihood mountain™ several times and sce if we land at the same location
each and every time.

The testing for global/local solutions process was as follows. Initially, 50 sets of
random starling estimates were generated. These 50 sets of starting estimates were then

run through 20 iterations of the EM algorithm.'® At this point, the top 10% of the starting

'" The EM [expectativn maximization) algarithm (Dempstet et 2l 1977) was used in this step of the process
becauss the EM 2izonithn: 1 exfremely stable and Fast when the made] 15 far awey from e oplimurm
whareas the ~R alvonthm 13 ineffizient and computationally burdansome (breause of the calculation of the
Hessian marriz) whea Far aveay from the optimum, but1s extezrmely efficiont and accurate when near the
optimus {Wang e1 2! 1994; Greene 2000, Vermuat and Magidson 260 1), Thus, the method employed here
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seeds with the largest log-likelihoods at this point were then run through an additional 40
iterations of the EM algorithm. Finally, the set of starting estimates with the largest log-
likelihood value at this point was then entered into the ML algorithm, which either ended
in convergence {i.e., a solution) or the maximum number of rterations {set at 150} was
reached without convergence and algorithm stoops. This entire process was repeated ten
times for each point of supporl model {except for the 1 point of support model which was
only ren once).'t Thus, the 2 point of support model was run ten times, the 3 point of
support model was run 10 times, and so on. The final solutions of the models were then
compared to evaiuate if the smne unique solution was generated with each run of the
model. Modeis with more than one solution {i.2., local solutions) were identified through

this extensive model testing procedure.

THE OPTIVIAL NUMBER OF LATENT CLASSES IN THE THREE SAMPLES
To determing the optimal number of jatent classes, we jointly used the BIC
statistic and the testing [or the local/global solutions described above, The rule, in short,

was the mode! that resulted in the largest (least negative) BIC value in the presence of

af using the EM algorithm in the initial stages and then switching to the NR algorithun takes advantages of
the strengths of each algenitum (Wang ctal. 1998, Yermunt and Magidsor 2001). A funther advantage of
the NE. method is that it also provides estimates of the standard errors of the estimated parameters, UsIE
equation {7}, based gn the final Hesslan matrix (from the final iteration of the NE algorithm).

'"""Omne might wonder why we chost to run the models 10 separate times. Qur initial teshing of the problem
indicated the 3 separate runs did aot always idenhify local solutions, but tQ separate runs caught zll of the
loeal selutions we encguntered. The computational burden of even ninning the models 10 Himes was guits
severe, especially since this entire process was repzated three separatz limes (once For each sample}
Fecause the 1981-282 sample had the most datz points, this sample was the mest computationally
hurdensgrc. Each run of the estimation procedure for this sample {i.e, estumating a L-class through §-
class model] lasted anywhere from 6 to B hours oo a 1300mle AMD Atklon wih 5t2 MB BAM.
Estinmating the models 10 times on this samgls requizzd just over 75 hours of actual computer ume 15 telal,
which was magnified by the Jact Laten: GOLD kas no batch mode vession of running the progam and
cullectiog the ourpet. Intotal the achial computer time for eshmaking the medeis 19 umes on sack of the
tres samples was just under 200 hours. This entue process bad o repeated all ove: again for the modals
presentec in Chapter 7 because they involved a different specilizabion.
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ouly a single solution would be chosen as the optimum number of latent classes. Models
with more than one (local) solution were not considered as possible models. This rufe
turned out to be highly eftective in choosing a model

The results of fitting the 1-class through 8-class semiparametne mixed Poissan
moadels for all three samples, according to the specification of equation (1), are presented
in Table 7.1. The results of the lacal/glcbal testing indicated that in all three samples the
7-class and 8-class models were prone to multiple local maxima salutions that varied
From one salution to another.'” In all three samples, however, the G-class models
generated the same unique solution all ten times they were estimated. Further, and as
showit in Table 7.1, the 6-class madel in all three samples had the largest BIC value (note
the large positive values in the “Change in BIC” column of Table 7.1 for the f-class
models), apd thus the 6-class models were detennined to be the models with the optimal
number of latent classes far each of the three samples, Note that the addition of a sixth
point of support increased the BIC value by 427 84 in the 1981-82 sample, 150,66 in the
L9B6-87 sample, and 183.75 in the 1991-92 sample.

The results presented so far allow for an examination of the empirical support for
the hypotheses H, and H; delineated in Chapter 3. The empirical evidence in this study
{for all three samples) supports the hypothesis, H;, that there are multiple, distinet
offender groups on the high-end of the criminal propensity continuurm. These results
support the contentions of Cohen and Yila (1996} and D'Unger ct al. (1998) that the far

end of the continuum appears o have far greater heterogeneity than previously thought.

“ Examinzlion of the estimates from the loval solutions indicates that these maodels were “weak|y
identified,” meaning that two or more of the peints of support were not very different frem ane anather
See foomote & of Chapier § for an extznsive discussion of weak identlication
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Table 7.1. BIC Statistics for the Semiparametric Mixed Poissen

Models, by Sample

# of Lateat Log- Change in
Clagses Likelihood BIC BIC
1581-82 Sample
i -37026.05 -22037 43
2 -F1055.40 -TI085.9% 493) 45
3 7540493 STA4A6, 75 L63%.23
4 STAL0Q. T =14157.74 1285.01
5 -F3309.4% -71551.62 57a.10
] -731066.94 -713133.79 427 84
1 M3 S
5 MS ME
19%6-87 Sample
1 -526290.27 -51631.18 -
2 -A9306 40 L LR 279932
i ~45024 .08 -49064.09 76774
4 4834717 -48401.73 652 35
5 -48032.93 -48102.03 29970
6 -47827.72 ~47911.38 190,64
7 bS5 hIS
5 M [
1991-92 Sample
1 -359231.26 39934 15
2 -37932 46 -3TOT RS 1956.27
3 -37174.58 -37415.53 36§34
4 -36984 44 SJI03E.93 37760
3 3474870 -J3E17.75 22120
& 2559041 -36634.00 [83.73
7 ME b5 -
3 b b5

Mol ChnT ndicates muliple salutions wers tound, wiih no elear mobal solutlicn.
The madek thi as the least nepative value of the BIC stalistic i3 the favored modal.

i
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Empirically, the results presented so far also shed considerable doubt on MofTitts
hypothesis {H,) that there are only two discrete offender groups within even just the
serious youthful offender population.'® The BIC statistics in all three samples favored a
B-class model, and the positive incrzase in the magnitude of the BIC statistics between
the madels that only allow for two latent classes (comrespending to the hypothesized
number of discrete groups in the Molffitt theory) and those that allow for six latent classes
were indeed quile large (3932.2 in the 1981-82 sample; 1920.5 in the 1986-87 sample;
and 1343.9 in the 1991-92 sample). It1s impoitant to note that Keribin (1997} and Wang
et al. {1998) both demonstrate that that the BIC statistic identifies the optimal number of
components {potats of support) in the mixing distribution with a high degree of precision.

The resulting parameter estimates for the 6-class models are presented in Table
7.2, Due to the fact this model] is full of nonlinear terms, it is difficult to substantively
interpret the parameter estimates of this model (as presented in Table 7.2). Below, we
present a substantive presentation of each model’s estimates by graphically depicting the
offending trajectories, but for now we make several comments regarding these paramster
estimates, First, it is apparent from the signs of the age and age-squared coclticients of
cach latent class that there was a significant nonlinear relationship between age and crims
for all 6 latent classes in each of the sampies. There was no latent elasz 1n any of the
samples that was found to offend at a relatively constant rate across age in the “spint” of
the life-course-persistent offerder group. The age and age-squared parameter estimates

for abl of the latent ¢lasses were significant!y different from zero (and indicative of 2

- [mponanzly, rega:diess of whether anc assumes a 3-025s, 4-class, 3-class, or 6-class model, the evidence
rejects the nonen that there are anly two latent classes or offender typoluges preseat i the papulanan; s
appeazs to be the sise ever hers among the theee random (hat selest) samples ol senaus youthful offenders
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Tahie 7.2, Parameter Estimates From the 6-Class Semiparamteric
iixed Poisson Model, by Sample

>ample
Ti951-82 1986-87 1991-32
Fandom Eflects
Class ] -4 860 -3473 -7.344
{38,063 (18,28} (Za, 100
Class 2 -3.0587 -3.062 -171.820
{34.18) (37,02} (16.67)
Ciass 3 -5 -3.378 -B.321
{33.60) (16.52) [32.5T)
ilass 4 -5.624 -14.448% -5.877
{16.534) (1857} [16.45)
Class 3 -22.006 -T.073 -39.014
(23.36) (25.84) (17.57)
Class 6 -4, G0 -4 082 .-1.¥1
{29713 (32.33) ANy
Age Elfects
Class | Age 3.9%9 6355 7.554
{33.33) (28.34) {21.18)
©lass | Age Sq. -0.313 -2.6209 -1.905
{3147 (27.36) (18.35)
Class 2 Age 3.651 4 5458 27404
(41.34) {26.71} (16.5368)
Class 2 Apa Sq. -01.554 -3.9024 H217
(41.37 {25.535} [15.95)
Class 3 Aze 870 4.5163 9876
(35.45) (19.06) (34,78}
Class 3 Ape Sq. -1.58! -1.2677 -2.603
(35.t9}) {18.58) (33.5%)
Class 4 Ags 7.0%1 J2.0432 8.14]
(13,90} (L8243 (19.12)
{lass 4 Aae Sq. -1.8E2 10,2433 -2.553
[13.02) (17.64) (20553
Class 5 Ame 29.159 75416 528835
{23.39) {£8.31) {17407
Class 5 dge 5a. -0.373 -1.9275 7518
{23.86) (28.11) {16.92)
Class & Age 3.292 37658 4733
{3175 (272.89} (145.23)
Class 6 Age 5. -0.666 27319 -1.004
{28.96) [20.09) NERY
M {Observations) 983 [ELX] [434
¥ {Panel Qbservalions) &0di3 37390 39385

Mote: Absolute values of [-slafistses are n pareniheses,
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signthicant quadratic relationship), Moffitt {1993: 695) explicitly argues that age is not a
predictor of the offending trajectory of the “life-course-persistent” group. These results
are highly inconsistent with the notion that there is a group of effenders whose offending

behavior is not significantly varable over the age distribution.

STATISTICALLY TESTING THE AGE INVARIANCE HYPOTHESIS

In this section, we present resuits from statistical tests of the age invariance
hypothesis. As depicted in Table 7.2, the nature of the age coeflicients seem to be highiy
vanable over the latent ¢lasses—this drives at the core of the Gottfredson and Hirschs
“age invariance™ hypothesis. It does not appear from the results presented in Table 7.2
fin any of the three samples) that the age and age-squared varables in cach latent class
are hovering in the neighborhood of a common value shared by all af the latent classes.
The nature of the relationship between age and crime appears to be highty vanable across
the latent classes. For example, lhe estimate of the age parameter in the first latent class
in the 1981-82 sample was 3.99, whereas the estimate of the age parameter in the fifth
latent class was 2920, Srmilar discrepancies in the magnitude of the age coeflicients can
be found in both the 1986-87 and the 1991-92 samples. The rcsults presented thus far are
inconsistent with the hypothesis of Gottfredson and Hirschi that there is uniformity in the
shape of the age-crime curves across the six latent classes (hypothests Hs 1n Chapter 3],
however, a more formal statistical test 15 required to adequately judge the empirical

validity of the hypothesis of Gotifredson and Hirsehi, We will now formally test this

hvpothesis.
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Recall that Gottfredson and Hirschi (1990) argue in favor of 2 robust relationship
between age and cnime—while groups differ on their mean offending rate, the aclual
shapes of the trajectories are identical. In other words, the shapes of the age-crime curves
are invariant. This predicted relationship corresponds to a specilication of the finite
mixture model that allows the latent classes to have intercept values that vary over the
latent classes, but the age parameters (1.e., age and age squared) must share a common
(invadant) value. This hypothesis can be evaluated withoul re-estimating the model by
using the Wald statistic to test the equality of each set of age coefficients across the latent
classes via a linear constraint {Long 1997; Powers and Xie 2000; Vermunt and Magidson
2001). The Wald statistical test that the age coefiicients are identical across the latcnl

¢lasses tests the null hypoihesis
H,:Qp=r, (9)
where § 13 a vector of regression parameters being tested, Q is a matrix of constraints,

and r 15 a vector of constanis (Long 1997). The nul! hypothesis of equation (9) can be

tested usine the Wald statistic that 1s calculated as:

-l o) (ab-r) 00



where H is the Hessian matrix with elements descnbed above in equation (6). The Waid
statistic is chi-square distributed with degrees of freedom equal to the number of imposed
constraints (Long 1997).

Table 7.3 presents the results generated from calculating the Wald statistic testing
the constraint that the pararneter estimates for (1) the intercept, {2) the age variable, and
(3) the age-squared vanable were equal across the six latent classes. As shown in Table
7.3, the hypotheses that the age and age-squared parameter estimates were equial across
alt six latent classes were resoundingly rejected in a)l three samples. We say
“resoundingly” because of the size and significance of the Wald statistics shown in Table
7.3. For comparative purposes, note that a chi-square value of 16,75 {with 5 degree of
freedom) 15 significant at the 0.005 level. The smaliest valuc of Wald statistic shown in
Table 7.3 for either the age or age-squared vanables 1s 477.84 (for the age variable in the
1991-92 sample), which 1s extremely large compared to 16,75, Thus, the intercepts for
gach of the classes were found to not be equal to an overall constant value {which is
consistent with the argument of Gottfredson and Hirschi}. Mare importantly, the
estimated age parameters for both the age and the age-squared variables in all three
samples were found to be highly inconsistent with the hypothesis that they were atl equal
to the same value. Thus, in all three samples, there 15 strong statistical evidence that
refutes the hypothesis (H,) that the age-crime curves among the latent classes are

invartant. They differ not only with respect (o their mean rate, but they also differ
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Tahle 7.3. Wald Statistics Testing the Equality of the Estimated
Parameters Across the Six Latent Classes , by Sample

Megrees
Paramicr Tested WWald Statistic of Freedcm p-valuc
1981-52 Sample
intercept 333.63 3 O DO
dze 635.07 5 0.000G0
Agc-squared T91.36 5 Q000
1986-87 Sample
Intercept 366.49 3 000G
Age ¥931.55 > 1.00.10
Age-squared 73172 3 o000
1991-92 Sample
intercept 45694 3 0.0000G
Apc 47754 3 OO0
Aze-squared F3.09 b (.0000
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{significantly} with respect to the developmental shape or nature of their age-crime
curve, "

To this point, we have presented statistical evidence testing hypotheses H,, H;,
and Hy. The evidence testing these hypotheses supports hypothesis Hy, but rejects
hypotheses Hz and Hy. However, as students of statistics leam very early, there is a
difference between statistical significance and subslantive imporiance {especially when
dealing with large samples). Accordingly, we now turn to a substantive-based approach
of examining these hypotheses. This substantive, graphicaliy-bascd method also allows
us to address hypolhesis Hy conceming the existence of an adolescent-limited {or
adolescent-peaked) offender type within these sampies. The numerical focus to this pownt
has not allowed for the determination of whether there was an adotescent-limited
allender group in each or any of the threc samples.

The substantive approach we usc here makes use of the assignment of cach
individual in the sample to a particufar latent class using the posterior assignment
probabilities (described in Chapter 5) that indicate the probability that each latent class
has gencrated the individual's observed longitudinal pattern of offending. This

assignment of each individual to a latent class allows for a descriptive summary and

" Eor comparative purposes, we did re-estimate the semi-patametric mized Poisson model according to the
specification that constrained the estimated age parameters to be equal across the six ketent classes.
Comparisons of the log-likelihood values for these models comparad {o the log-likelthood values from the
models where the estimated age parometers were allowed to vary across the latent ¢lasses indigated the
same conclusion reached abpve—there is 3 signuficant improvement in the fit of the model when the
sstimated age parameters arc allowed to vary across the jatent clasyes. Calcubatton of the likelihood ratw
ieststatishe indwcated that there was hughly significant improvement in modsl fit by allowing the estimate
of buth the aue and age-squared variables o vary across the latent classes. The likedthood ratio fest statistic
in this sizuation tests the simedtanegus jainr significance of frzeing both the age and age-squared variabies,
whereas the results presentad 1o Table 7.3 tested the significance of constraininy cech of the age regression
coefficies by themselves Regardless of which test 15 used, the conclusion is ideriica! across both
statistiral tests—-bolh tesds overwhelsirzly rejected the hypothesis that the shages of the wajectaries were
pquat a_ress the fateo ciasses
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graphical depiction of how substantively different the latent classes are with respect to
their observed overalt rate of offending and their longitudinal offending pattemns. In the
next threes sections {one scction for each sample) we make use of these posterior
assignment probabilities——each individual in the sample was “asstgned" Lo the latent
class to which the individual had the higl}est probability of belonging. After each
individual was assigned to a particular latent class, the individual’s membership in the
latent class was considered unigue and distinet. Then the surunary charactenstics and
longitudinal oflending trajectories depicting the relanonship between age and crime
within each of the latent classes were computed using both the offending histories of the
individuais assigned 1o that latent class (i.e., observed offending characteristics) and the
parameter cstmatcs from the model (predicted offending charactenistics). The results of
these procedures allow For a substantive [ook at the differences between the latent classes
in each sample, including their overall mean rale of offending (by the end of the follow-
up pened) and the nature of their trajectories across the age distnbution,

The basic plan for the description of the results within each of the samples is as
follows. First, there is a description of the peregntage of each sample assigned to each
latent class and a description of the posterior assignments probabilities. Next, the basic
descriptive features of the offending patterns of the latent classes are discussed (e.g., 2g=
at first arrest, mean number of arrest charges). Then the observed and predicted
offending trajeclories across the age range are graphed and compared. The examination
of the shape of the arrest trajectories wiil atlow for a graplical exanunation of whether
tizere is an adeolescent-iimited {or adelascent-peaked) offender group in these samples (H;

tn Chapter 3). as weli as whather betwecn-group differences are maintained across the
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age range (Hy). Finally, a descriptive analysis is underiaken to examine what role, if any,
adult incarceration time may have had on the decline in cnminal offending among these

threc groups of serious youthful offenders.t?

RESULTS FOIl THE 1981-82 SAMPLE

The first section of “substantive™ results presented here are for the 6-class
semiparametric mixed Poisson model of the 198!-82 sample. The analyses that will
follow for the 1986-87 and 1991-92 samples are procedurally mere replications of the

same processes employed here for the 1981-82 sample.'®

Latent Class Assignment Percentages and Posterior Probabilities

To begin with, we present a description of the percentages of each sample that
were assigned to a given latent ¢lass and a comresponding description of the nature of the
assignment probabilities {for assignment to that particular latent class) for those
individuals assigned to each jatent class. In the results that follow, all of the latent classes

were named as LC1, LC2, . LC6 according to their rank-ordered estimated prevalence

'* As noted before, we only recently received the adult incarceration data conceming the individuzls i
these three samples; hence the incorperation of these data into the analyses herein is only descriptive.
Future work will examine this question rmore definitively by creating more complex analytical files Lhal
essentially remove the indwvideal from being at risk of amest during periads of incarceration {through the
use of a "street time" exposure or offsat variable).

'* Because 1118 not szlevant to the substantive goals of this chapter, we have not presented a description of
the backiround characteristic variables {descrizged m Chapter 6] within rach of the laiend ¢iass 1w compa:z
if any of the variables distinguish among the [atent classes. Appendix E, however, does contain 1ables
conlainimg summary descoptions of the Backesound characterisne variables within each of the Jatent
closses. (diver that these backerourd sharaciensfics zee deseriptive of the wards as of the Ume they were
ingarcerated in the CY A on the simpie stay {and the wards were of varying ages ot thal point), anc
eszecidlly sine the vanables were measored after all of the wsjoclones were aligady s inotion, these tables
are presented in Appendix E macely tor descoprive purposes  [1s uieresting Lo note. howeve:, that there
are few varables thor hove any pumencetly disinoiishing values across the laient classes.
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Table T.4. Summary Deseriptions of Lateat Class Assipnment Percentages
and Posterior Assignment Probabilitics: 1981-82 Sample '

Fanel A: Group Assignment Percentapas

Assizned
Larent Class __Estimated % % ™
LCI 26.23 2609 ilg
LC2 20.49%9 20.26 441
LC3 20.16 2081 ald
LC4 12,32 1227 244
LCS 1080 10,81 213
LS 1009 975 b94

Panel B: Posterior Assipnment P robahilities

Percaniiies
Lat:nl Class hizan 251k Mrh Tith
L 052 0.88 G99 1.00
L2 0.91 .26 098 1.00
L% k] 0.28 .82 Q.07 1.00
LC4 039 &4 0497 1.94
LC3 0.93 (%4 1.00 1.400
LCh .92 0,52 1.00 .00

e
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in the sample {e.g., LCH, where the number simply represents the rank-ordered estimared
prevalence of that latent class based on the estimates of the model). Thus, LCI
corresponds to the latent class that was estimalted to have the largest percentage of the
sample assigned to it

The percentages of {estimated and actual) cases assigned to each latent class
{Panel A) and a summary descnption of the postenor assignment probabilities (Pancl B)
are presented in Table 7.4, As found in Panel A, the maximum probability assignmient
rule resutlted in the following percentage of cases being assigned to each latent class: 26%
(LCL; n = 519); 20% (LCZ; n = 403); 21%,; (LC3; n= 414); 12%; (LC4; n = 244); 11%
(LC5; n=215}, and 10% (LC6; n = 194}, Thus, there are no latent classes that contain an
overwhelming percentage of the cases, but rather the latent class with the largest
percentage nf cases assigned fo it (LC1) only had 26% of the sample in it. Also found in
Table 7.4 {under the “Estimated % column) is 2 mode]-based estimate of the percentage
of cases that were expected to beleng to each latent class; the estimate 15 [rom the theta
vector desenbed 1n Chapter 5. There is a considerable degree of congruence hebween the
estimated percentage of the sample and the actual percentage of the sample that was
assigned to the latent ¢lass. In fact, the largest discrepancy was 1ess than 1% (0.65% 1n
LC3).

Parel B contains a summary description of the posterior assignment probabilities.
Each row of the panel pertains io a descniption of the assignment probabilities for the
irdividuals who were assigned [0 that latent class. As is evident tn the table, the averape

= uament probabilities were quite high, and the lowest average probability was enly



0.38. Indeed, four of the latent classes had average assignment probabilities of .71 or
greater. The Jowest median probability value for any of (he latent classes was 0.97, and
thus over 50% of the sample members were assigned to the latent class that had a 0.97

probabitity or greater of having generated the individual's longitudinal offending pattern.

Summary Arrest Charge Information

Now we tum our attention 1o 2 descriptive summary of the arrest charge histories
of the individuais assigned to each latent class. Table 7.5 summarizes the arrest histories
for each latent class, including the averape observed number of total amrest charges (at the
end of the follow-up period on June 30, 2000}, the predicted average number ol amrest
charges based on the estimates from the sermiparametiic mixed Poisson model, the
observed number of serious arrest charges, and the average age at first arrest. To briefly
recap the descriptive results presented earlier i1 Chapter 6, the “average individual” in the
1981-82 sample accumulated 22.8 arrest charges by the end of the follow-up perted,
accumulated 12,57 serious arrest charges, and was first arrested al an age of 14 22 years
old. We have chosen to present the information in Table 7.5 rank-ordered by the mean
observed number of arrest charges (from lowest to highest) because this makes the
presentation of some of the other information in the table clearer.

In Tabte 7.5, a significant amount of between-class heterogeneity in the average
number of arrest charges is obvious. The mean number of arrest charges varied from
5,50 all the way up 1o 44.10. LCH, which is the smallest latent class {10% of the sample),
was the latent class that had with the highest average number of amest charges. LT
{11%), on the other hand, had the smailest average amest charge total. Thus, there was a
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Table 7.5. Summary Arrest Charge Information, by Lateai Ciass: 1981-82 Sumple

tean Total Acrest Charges Obsz, Mean Serious Average Age

Latent Class Cbserved Predicled Ayrest Charges at First Amest
Lc4 5.59 3.83 192 1724
LS 15,59 11.47 6.99 13.57
LCi |8.83 13.39 L1.06 15.51
LC3 20148 2045 12.23 1306
LC2 3633 3596 19.04 1226
LCh 44.10 43.83 20.35 14.26
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difference of roughly 19 arrest charges between the latent classes with the highest and
loswest arvest cliarge total. The largest latent class, LC1 (26%), had an average number of
arrest charges (18.82) below the overall number of arrest charges for the sample (22.8).
The other arrest charge totals for the remaining 3 latent classes were 11.5% (LC3; 11%),
20,48 (LC3; 21%), and 36.35 (LC2; 20%) respechively. Thus, alihough there are two
latent classes that had sverages near the average airest charge total for the sample as a
while, clearly the average atvest charge total presented in Chapter & 15 not very
representative of the arrest charge averages of most of the latent classes.

The resuits presented in Table 7.5 also indicate that the average number af
predicted arrest charges (based on the made! estimales presented in Table 7.2} for each of
the latent classes was fairly accurate (in comparison with the observed average} For
gxampie, the model predicted members in the LC4 latent class would have 5.83 arrest
charges, and they were observed on average to have 5.3%. Similarly, the members of the
LC6 latent class were predicted to have 43,8 arrest charges on average, and they were
observed to have 44 1 arres: charges. Ovwerall then, the model does a falrly accurate job
at predicting the total number of arrest charges by the end of the follow-up penod.

1t is significant to note that for most of the six [atent classes, a liltle over half of
thair arrest charges were for serious offenses. It is especially significant that in the LC6
Jatent class, the individizals in this sample were arrested on average for over 20 serious
artest charges. Thas, it is not simply the case that this is a latent class composed of
chronic, non-serions offenders (ali of these offenders are reyarded by most people as very
serirus pffenders). Nonetheless, roughly 50-60% of the observed armest charges 1n each
latent class were for serious offenses. The latent class with the highest percentage of
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serious offenses was the LC4d latent class (who had the lowest number of charges}, with
roughly 70% of their arrest charges having been composed of sencus offenses,

Finally, it is significant to note several items about the average age at first arrest
across the latent classes, First, there is a considerable degree of heterogeneity between
the classes with respect to their average age of onset {as measured by their Lirst arrest).
LC2 had the youngest average ape of onset (12,20 years old), whereas LC4 had the oldest
average age of onset {17.24). Thus, the latent class with the oldest average age at first
arrest was also the group with the lowest average amest charge total. Secend, there is
fittle semblance, however, to the rank ordering of average age at first amest with respect
to the average number of arrest charges (after noting that the latent class with the oldest
average age had the lowest arrest charge total). The latent class with an average age at
first arrest exactly equal to the overall average for the saniple as a whole was the latent
¢lass with the highest average arrest charge total. One of the classes with an average age
of onset that ranked third in terms of the youngest average age {and right around the onset
of adolescence) was the latent class that had the second lowest number of arrest charges.

The reader will recall from the discussions in Chapters Z and & that age of onset 15
a critical variable in criminological research because it is often used as a proxy variable
for criminal propensity in that individuals with a younger age of onset rend to have higher
rates of eriminal activity throughout life. The fact that the rank orderings of the age of
onset variable are not the reverse-identical of the average number of arrest charges (s
already a possible indication of a significant amount of between group differences in their
trajectories of arrest. They should be raverse-identical if bebween group differences were
stable across tme because if one group is offending earlier, they should also be offending
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later and at a higher rate if the between group differences are going to persist across time.
(O course, these overall averages are merely suggestive of a possible problem with the
“invariance hypothesis,™ but they do indicate possible inconsistencies with the stability of
aroup differences hypothesis, Given the statistical results presented earlier that tested
{and rejected) the kyvpothesis that the estimated age parameters were equal, this is the
nrecise type of finding ane would have expectad.

In the next section of resulls we present the predicted and observed trajectories for
each of the latent classes to more conclusively address and e:zamine the issue of the
stability of between-group differences across the age range. From the graphical depiction
of the nature of the arrest trajectornies of each of the latent classes, the question of the
magnitude of the substantive differences in the nature of the growth and otfending

trajectories should become much more apparent.

Predicted and Observed Trajectories of Arrest

In thus section, We present two figures: Figure 7.2 contains the predicted arrest
trajcctories {on the basis of the model parameters) for the six latent classes and Figure 7.3
contains the actual observed arrest trajectaries of the 1981-82 sample.”’ The observed
arrest trajectories presented in Figure 7.3 were generated by averaging \he arrest charge
totals at each age for all of the individuals assigned to the particuiar latznt class that were

al rislc at that aye,

“Simulas to Fuguie 7 1, we have onlv graphed the curves ug threugh the last age ot whrch at deast 30% of
the sampie was zvinlable (a-risk) far estumaion The age-erime curvss [or e aver all ghserved ages are
avasiahle my Appenrdis F fur all thiee samsles,



(637 50T 0T+ €71+ Z01= 10T

ady

TS, A A VN VR AV RN N R N I A A T\ S

spduteg 78-1861 94 JO [9POIA
SSB[ -9 :8311033a[BAT, IS0y pagdIpald *7'L dAns1y

SABIEY) JO 4

329

-



HERS

Figure 7.3. Observed Arrest Trajectories: 6-Class
Model of the 1981-82 Sample
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On the whole, we note that for the 1‘21'81—55_ samgie, the predicted trajectones tend
to slightly over-estimate the arrest rates at the younger ages, undercut the peak ages, and
shightly over-predict during the early 20s when the dip in the arrest rates ocour {as
described above in footnote 3).' Again, the reason for the dip in the eardy bventies is
most probably an artifact of a drop in “at-risk™ time due to incarceration {¢.g., for both
new offenses and parole revocations) duning this sherl period of time. The average
observed number of charpes are back “on track” with the predicted number of charges by
the mid-twentics. In sum, however, the predicted trajectories do a faurly accurate job of
tracking the arrest charges at each age for each of the latent classes, and a good job at
predicting the mean number of arrests by the end of the follow-up period as shown in
Table 7.5,

Refore describing the trajectaries in Figures 7.2 and 7.3, it is important to peint
out to our readers that the goals of the description of the offending trajectonies are
focused on addressing the key issues of this chapter: (1) whether there are oflender
groups in the population with distinct arrest trajectories; (2) whether there 15 an
“adolescent-limited” group in the seripus youthful effender population; and (maost
importantly} {3) whether between-group differences are maintained aceoss time. 1613

critical to note at this paint that the substantive implications of both the predicted and

" The reason the predivied trajeciosy widercuts four of the actual ghserved peaks {LC1, LCZ, LCE, and
LCaY s that the rale of increase wn Lhe amest during early adeolescence is much Faster than the cormesgending
decling in aduithoad {which is much more drawn aut over Hime) for these four batent classes.
Muth=marizally speaking, such a trend makes it extremely Sifflcult to accuralely made| e amess rate al
each and svery 2ee. 2id the model favars undercetting the peak rate bocause there dre smely more dan
points durng eduitbond (whep the dechne s slower). Cmoaverage, theusk, (s wncestood o remember that
the model does a3 2ae2llem jeb of predictung the ool number of arrest charges
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observed amest trajectiories are identical, even if the peak ages are not always identical.
For the reader interested in the comparison of the observed and predicted arrest
trajectories for each latent class, we direct your attention to Appendix F which contains a
graphical depiction of these trajectories.

We bagin our discussion of Figures 7.2 and 7.3 by noting that it is readily
apparent from the trajectories in both figures that there are groups with very distinct
arrest trajectories across the age distribution studied here. The LC4 latent class, for
example, had a very low-rate across timme, whereas LCE had a very high-rate. Thus, these
offender syoups are not only statistically different (s the results presented earlier
imdicated), but there are also significunt sukstantive differences between these offender
groups as well (which are discussed further below}.

The substantive nature of the amest trajectories presented in Figure 7.2 and 7.3
iend support to hypothesis H; that there are multiple offender groups in the serious
vouthful offender population, and these resolts fail to support hypothesis Hj predicting
that there are only two distinct o[lender groups. There s simply more heterogenerty
(even within this select segment of the offender population) than that which is expected
on the basis of the predictions of Moffitt"s dual taxonemy theory {1993, 1997).

Second, note that the arrest trajectory of the LC5 latent class clearly follows an
aclolascent-limtted [ra_jcamry.w Thus, even in this sample of very serious offenders, there
is a group of offenders for whom eriminal behavior cleatly appeurs to decline over the

ave curve. This group of offenders {in terms of both their actual and observed rates) had

* Az noted by D" Uneer et al. {1958}, a rajectory suehias the LCH trajectory would be more accuratuiy
laketzd as ~adolescent-peaked”™ than “adolzscent imited,” but to maintain conliiity with the argumeil ol
ottt we refer to this rajeciocy as adelescent-limited.
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a rapid increase in their rate of arrest once onset began (which on average was when they
were 13.57 years old), and then there was a neerly identical decrease in their arest rate
afler their peak age. By their early twenties, this group appears to have largely desisted
from oflending. In fact, for the individuals assigned to this trajectory, there were only a
handfu] of arrests berween the agss of 21 through 26. From ages 27 through 42, (here was
not even a single arrest charge lor the offenders assigned to this latent class. Thus, the
(predicted and observed} amrest trajectories of the LCS latent class clearly lend support Lo
hypothesis Hj that there is an adolescent-limited oflender group in the very serious
youthful offender populatien.

Finally, it 15 also clear from Figures 7.1 and 7.2 that the trajectories of the
offender groups depicted clearly differ not only with respect to their average rate of
arrest, but that they are also substantively different in terms of the growth and decline of
their arrest traiectones over time. In other words, the between-group differences are not
stable over time, By virtue of the fact that there is an adolescent-limited groug, this
conciusion is refatively straightforward (i.e., notice how this trajectory cuts across all of
the other arrest trajectorics). But, it is imporiant to note that even were we to exclude the
adolescent-limited latent class from our analysis, we would still observe a lack of stable
between group differences among the remaining classes. The between-group differences
in our sample are largely maintained up though age |3, but after age 15 (and throughout
aduithood), there is & clear fatlure to maintain these between-group differences. For
example, note that the LC1 latent class had a much lower and later peak age of arrest in
comparison with the LO3 latent class, but at about age 23 the LT latent class was
predicted {and observed) to have a higher arcest rate than <id the LC3 latent class. o
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fact, by their mid 30s, the LCI latent class had a rate of arrest very similar to that of LC2,
. even though during earlier ages the arrest rate of LC2 was much higher than was the
arrest rate of the LCI latent class. Simtiarly, notice that the LC6 latent class, which had
both the highest rate of arrest duning aduithood and the highest average arrest charge total
averall (see Table 7.3), fell right in the middle of both the observed and predicted arrest
trajectonies all the way though age 16. Shorlly thereafier, however, this latent class
assumed the rank of the one with the highest arrest rate at the later adult ages.

In short, the arrest trajectories depicted in Figures 7.2 and 7.3 rgject the nolien
that between-group differences are maintained across time. Thus, at this paint we have
seen both substanlively and stalistically that the general evidence from the analyses reject
the notion that the relationship between age and crime 35 “invanant” across the latent

classes.

The Adult Prison Experiences of the Latent Classes

In {his final section for the 1981-82 sample, we present some descniptive evidsnce
concerning the aduli pnson experiences of the [atent classes in this sample. The reason
for this presentation is that a rival hypaothesis for the failure of the maintenance of the
between-group differences in recidivism is that some of the groups had distinctively
different prison experiences. For example, it could be argued that the adolescent-limited
group was iess likely Lo have been arrested from their mid 20s through the end of the
follow-up period in 2000 because they were more likely 1o have been incapacitated 1n
pnison and were thus denied the gpportunity to offernd aganst the non-institutionalized
pubiic. The presentation herg 18 werely descriptive—feiure analyses will have to be

334



underiaken to more definitively address the role that adult incarceration time plays in
determining the nature of the arresi trajectornes.

Table 7.6 presents a brief summary deseription of the adult incarceration
experiences for each of the latent classes in the 1981-82 sample, including the percenage
of each latent class that had at [east one “stay” in the CDOC (Californta Department of
Corrections), the percentage that was incarcerated at the end of the folow-up penod, and
among those whe had at least one stay, the average number of CDC “stays™ and the
median years spen! incarcerated in the CDC.

43 depicted in Table 7.6, there is a marked difference in the percentage of each
latent class that bas at lzast one incarceration in the CDC. The adolescent-himited group
has the lowest percentage (15.81%), whereas the LC2? and LC6 latent classes have the
highest percentages (both around 89%). ot surprisingly, the results in Table 7.6 show
the stochastic nature of the process through which offenders end up incarcerated in the
prison system—the higher the number of eriminal arrests (dunng adulthood), the
higher the rate of entrance inte prison (see ¢.g., Canela-Cacho et al. 1997). Further, the
mean number of stays in the CDC and the median number of years incarcerated 1n the
CDC obviously also are highly correlated with the number of criminal arrests during
adulthood. The latent classes that had the most active artest records during adulthood
(LC1, LC2, LC3, LCB) also tended to have the highest mean number of prison entrances
and spent the most amount of time incarcerated.

Again, the results presented in Table 7.6 appear to indicate the obvious in that
they demonstrate that those who were most frequentty arrested as adults were the ones
who were most likely to be sentenced to prison and have the longest prison stays. We
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suspect, however, that such findings do nat offer confirmation for the notion that the
causes of the between sroup dilferences in arrest rates over the entire age disiribulion
were due merely to differential adult incarceration rates and lengths of prnson stays. For
example, if the rates of arrest decline in adulthood were purely a function of time spent
incarcerated in prison, then why do the LC1 and LC3 latent classes have the same
percentage that make a transition into prisan, and nearly the same medtan amount of time
incarcerated for those that had at least | stay {differing only by about 1 year in total out of
a possible 18 years of cxposure time afler release from the CY A}, yet vastly differcnt
rates ol arrest decline in adulthood? If incapacitation explained arrest differentials
between the lwo latent classes, you would expect the two groups to have similar declines
in arTest rates since their imprisonment experiences are vary similar. Furthermore, the
adolescent peaked group had the lowest rate of prison entrance, yet they had the most
dramatic decline in the adult arrest patterns. [t is, of course, highly suggestive to contend
that adult prison experiences were not driving the differences in the arrest rates between
the fatent classes over the entire age distribution. Future analyses that are able exclude
time incarcerated in prison from their measures of time “at-risk” for arrest will permii a

more delinitive examination of this issue.
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RESULTS FOR THE 1986-87 SAMPLE

In this section, we present the “substantive” results for the 6-class semiparametric
mixed Poisson model of the 1330-87 sampie. These analyses are procedural replications
of the same processes employed i the results scetion presented above for the 1981-582

sample.

Latent Class Assignmeut Percentages and Posterior Probabilities

Cur analysis of data for the 1986-87 sample begins with a presentation of the .
percentage of cases assigned to each latent class and 2 descriptive summary of the
posterior probabiiities of assignment to the !atcat class. The latent classes were named
according to the same convention used above for the 1981-82 sample. The latent ¢lass
with the largest number of estimated *members™ was labeled LC1, descending down to
the Jatent class that was estimated to have the fewes! members belonging to it, which was
labeled LCE.

Table 7.7 contans two panels: Panel A presents the cstimated and actua, group
assignment percentages and Panel B contains a summary description of the posienor
assignment prababilities. Similar to the results reponied for the 1981-82 sample, there are
ne latent classes that contain an everwhelming majonity of the cases. Using the
maximum probability sssignmetit rule (Le, cach cases was assigned to the latent class to
which they had the highest probability of belorging), the fullowing percentage of cases
was assicned to cach specific lalent class: 28% (LC1, n=393), 23% (L.C2; n = 335}
13% (LO3 n=211); 13% (LC4; no= 1885 12% (LC3; n=170); and 10% (L6 o =

143,



Table 7.7. Summary Descriptions of Latent Class Assignment Percentages
and Posterier Assipninent Probabilities: 1936-87 Sample

Panel At Group Assignmen{ Percentages

Agsigned
Latent Class Estimated %5 % ™
LCt 27.08 2758 303
Lcz 2123 23408 333
L3 15.09 14.62 21
LCqd 1258 13.03 |23
LC3 il.3% 11.73 170
LCa 1913 a9 143

Panel B; Posterior Assignment Fraobabilities

Fercentiles

Latent Class Mlean 25th 3Q0th 735th
Ll 0.57 050 0.95 [ RV
LC2 0.86 a.77 0.95 0.9%
L3 082 Q.64 0.5% 0,94
LC4 0.93 0.92 .99 1.00
LT3 055 0.77 0,94 1.0
LS 0.82 n.az 0.94 t.on
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There is also a model-based estimate of the percentage of cases that were
expected to belong to each latent class found wn Table 7.7. Comparing the estimate
percentage to the actual assigned percentage in each latent class, we find a considerable
degree of similanty between the hwo percentages. The largest discrepancy between the
estimated and actual percentages was tess than 1% (6.50% in LC1).

Panel B of Takle 7.7 contains a summary description of the posterior assignment
probabilities. Each row of this panel pertains to a description of the assignment
prohabilitics for the individuals who were actually assigned to that latent ¢lass. Although
not as high as the assignment probabilitics found in Table 7.4 for the 1981-82 sample, the
average assignment probabilities for the 1986-87 sample were still quite high, Most of
the average assignment probabilities ranged between 0.85 and 0.93. The latent class with
the lowest average assignment probability was [.C3, which had an average assignment
probability of .82,

Looking al the medians {50™ percentiles) presented in Pane! B of Table 7.7, we
find that the median values for most latent classes were very high. The lowest median
probability value far any of the latent classes was 0.88, which indicates that over 50% of
the individuals in the 1986-87 sample were assigned to the latent class that had at Jeast a

0.88 probability of having generated the individual's tonginudinal offending pattern.

Summary Arrest Charge Information

In this section we present » descriptive summary of the amrest histones of the
individuals in the 1986-87 sample assigned to cach latent class. Table 7.8 presents the
observed and predicied mean number of arrest charges, the mean number of observed
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Table 7.8 Summary Arrest Charge Information, by Latent Class: 1956-87 Sample

Mean Total Arrest Charges Ops. Mean Serious Average Age

Latent Clags Observed Predicted Arrest Charpes at First A:stest
LC4 945 9.46 53% 1427
LCl 14.55 (4.59 8.52 14.03
LC2 18.31 1841 9.91 14.63
LC3 27.62 2709 14.5% 11.29
LC6 3337 35.46 1861 13,58
LC3 36.19 3375 17.95 1340




serious arrest charges, and the average age at first arrest for each of the latent classes. As
discussad earlier in Chapter &, the “average individual™ in the 1986-87 sample was
arrested for 21.33 total charges, of which 11.29 were for serious offenses. The average
individual in this sample was first arrested when he was 13.7 years old. Similar (o the
results presented for the 1981-82 sample, we report the information in Table 7.8 rank-
ordered by the mean cbserved number of arrest charges (from lowest 1o highest).

As expected, given the Gndings presented above for the 1931-82 sample, there is
a consideradble amount of heterogeneity in the average number of total arrest charges
accumulated in each latent class for the 1985-87 sample as well. The mean number of
total arrest charges varied from a low of 9.46 in the LC4 latent class {which accounted for
13% of the sample), while the highest average number of amrest charges was 36.19 in the
fifth latent class {(LCS; 12% of sample). The sixih latent class, LC6 (109}, was not far
behind the LCS latent class in terms of their average arrest charge total. The LC6 latent
class averaged 35.87 total arrest charges. The difference in the mean number of arres!
charges between the latent classes with the highest and lowest arrest charge averages was
nearly 27 amrest charges. The L1 {atent class with the largest percentage of the sampie
assivned 1o it {27%) had an average of 14.55 arrest charges. This is well below the
overall average number of arrest charges for the sample as a whole (21.33). In the
remaining two latent classes, the average arrest charge totals were 18.31 (LC2; 13%) and
27.62 (LCZ; 13%), respectively. Similar to the 1981-82 sample, we find that the average
arrest charge totals within each latent class for the 1936-87 sample are gquite a b
different when compared to the average number of arrest charges first nresented in
Chapter & for this sample as a whole.
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The “Predicted” charge column in Table 7.8 contains the model-based predicted
number of total arrest charges based on the esumates from the semiparametric mixed
Poisson mode!. Comparing this average total to the observed average total for each latent
class, we find that the mode! was fairly accurate, on average, 1o predicting the sum
number of arrest charges in each of the latent classes. For example, the mede] predicted
the LC4 latent ¢lass would have 9.46 arrest charges, and the individuals assigned to this
latent class were ohserved to have on average, 9.46 1otal arrest charges. Similarly, tor the
latent class with the highest observed number of arrest charges {(LC5), the model
predicted they would average 35,75 arrest charges and they were found to have on
averaze, 36.19 arrest charges. Overall then, the model does a fairly accurate job at
predicting the total number of arrest charges by the end of the follow-up period in the
1986-87 sample. This 15 the same conclusion we reached for the 1981-82 sample.

Again, as in1 the 1981-82 sample, serious arres! charges compnsed the majority of
arrest charges for most of the latent classes in the 1986-87 sample. The latent class with
the lowest percentage of serious charges was the LC6 latent class. The LCEG latent class
was arrested, on average, for 35.87 charges, and this latent class averaged 16.61 senous
charges. In total, then, 46% of this latent class’ average amest charges were for serious
offenses. The latent class with the highest percentage of serious charges was the LCI
latent ¢l2ss {59%). Overall though, in each latent class roughty one-hal{ of the armrest
charges were for felomes.

Just as we have found heteropencity bebween the latent classes with regard 1o the
average totel number of arrest charges, we also find heteregeneity between the Jatent
classes i terms of their avernge age at first arrest. The LC3 fatent class had the youngest
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average age at first arrest—they averaged their Lrst awrest at the precocious age of 11.29
years old. The LCA and LCS latent classes both averaged their first arrest at around 13.50
vears old, while the LC1, LC2, and LC4 latent classes were, on average, about 14 years
old when they were first arrested.

Similar to the findings for the 1981-82 sample, there is no orderly reverse-
ardering of the average ages at first arvest and the rank-orderings (from towest to highest)
of the total arrest charges for the 1986-87 sample. For exaniple, note that the latent class
with the youngest average age at first arrest (LC3) did not accwrnulate the highest average
number of arrest charges. Similarly, the latent class with the oldest average age at first
arrest also did not accumulate the lowest number of average arrest charge totals. Indecd
the two Jatent classes with highest average amest charge tatals (LC5 and LC6) both had
average ages at first ajrest that were nearly 1dentical to the average age of arrest for the
sample as a whole {13.68 vears old). Again, these results are consistent with those
presented eariier that tested (and rejected) the hypothesis that the estimated age
parameters were equal across the lateat classes in this sample (Table 7.3), and they are
inconsistent with the “age invariance hypothesis™ promulgated by Gottfredson and
Hirschi (1990}, To more definitively tnvestigate the substantive differences in the arrest
trajectories of these latent classes, we present in tile next section a graphica: depiction of

the observed and predicted arrest trajectory for each latent class,

Predicted and Observed Trajectories of Arrest for the 1986-57 Sample
Simiiar to the anaivsis of data for the 1981-82 sample, we present two figures that
help describe the arrest irujoctorics for the 1986-87 samiple. Figure 7.4 contiuns the
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predicted trajectories and Figure 7.5 the actual observed trajectones for the six [atent
classes in the 1986-87 sample. The observed arrest trajectories presented in Figure 7.5
were generated by averaging the amrest charge totals at each age for alt of the individuals
in a given latent class that were at nisk at each age.

Sinular to the results presented for the 1981-82 sample, the predicted trajectories
here also tend to slightly over-estimate the arrest rates at the younger ages, undercut the
peak ages of arrest, and slightly over-predict arrests during the early 20s. A gain, the most
probabie reason for the dip in awests during the early rwenties 1§ that it 1s appears to be a
“time at risk” artifact due to an unmeasured drop in the “at risk” time as a result of
increased likelihood of incarceration (for both new offenses and parcle revocations)
during this age pertod {see Footnote #4 of this chapter). It 15 important to note, that
whatever the cause of the drop, the observed number of charges are back “on track™ with
the predicted number of charges by the time the 1986-87 sample reaches ils mid-twenties.

A5 in the description of the results for the 1931-82 sample, we focus the
discussion of the trajectories represented in Figures 7.4 and 7.5 around the key issues of
the age-crime relationship identified sarlter. For the reader interested in the comparison
of the observed and predicted offending trajectones for each falent class, we refer }'ou. to
the graphical depiction in Appendix F. Due to the fact that it 1s easier to see the
differences in the predicted wrajectories (because of the natural “smoothing" that occurs in
the predictions), we focus our discussion on these trajectones that are presented in Figure
7.4 The substantive implications of both the predicted and obscrved trajectories are
identical, and the fact that :he peak ages of arrest are not always identical in the two
figures iz ymmaterial 1o the main fecws of oer stedy.
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First, in both of the figures it is clear (although it is clearer in Figure 7.5} that the
latent classes have qualitatively distinct arrest teajectories. For example, the LOS latent
class had a very high peak rale of offending, whereas the LC2 latent class had a much
lower peak rate, Again, we find that the nature of the trajectories presenied in these
figures lends substantive support to the first hypothesis (H,) that there are multipic
offender groups in ihe serious youthful offender population. Also, thess results appear to
contradict the second hypothicsis {H;) that there are only bwo distinct offender groups in
tivis population. It would be very hard to envision that all of these different arrest
trajectorics could be adequately desenibed using onty two trajectories (which would be
one step beyond Fipurs 7.1}, There 15 simply too much heterogeneity between these
latent classes in tenms of beth their mean rate of offending and the developmental nature
of their arrest trajeclories 1o fully capture the heterogeneity with only a mere two latent
classes.”

Second, we also find once again that there Is an adolescent-limited offender group
(LC4) in the serious youthful offender population. The trajectory of the LT4 latent class
clearly follows zn adolescent-limited trajectory, with a rapid increase in their arrest rate
during early adolescence, and then a nearly identical decrease in the arrest rate on the
other side of their peak age (age 16). By their early twenties, this group {like the LCS
laten: ciass in the 1981-82 sample) had largely desisted from offending. For the
individuals assigned to this trajectory, there were only a handful of arrests between the

ages of 21 through 26. From ages 27 through 37, there was not even a single arrest charge

“ For examnle, the adoelesvent-Limited Jatent cluss Coes ned even ger "exiracted” untii 2 3-clasy inodel.
Thus, wethoul allvasny for more haterogensity in the gopulator than simply two clagsss, the facimhal there
15 an adglescent hmeted irajectory would e compietely oSt
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for the offenders assigned to this latent class (that were followed through those ages}.
Thus, the trajectory of the LC4 latent class tends support to third hypothesis (Hs) that
there is an adeigscent-limited offender group in the senious yauthful offender population.
Finally, the trajectories depicted in both Figures 7.4 and 7.5 provide more
evidence agatnst the “age invariance™ hypothesis put forth by Gottfredson and Hirschi.
Whether you look at the observed or the predicted arrest trajectories, it 15 clear that the
trajectories depicted in these Ngures do not maintain their differences over time. Parailel
to the findings discussed above for the 1981-82 sample (and excluding the adolescent-
timited group), there was more stability in the differences among the trajectories during
the early ages studied here (through age 15). There was, however, a significant ¢hange in
the belween-group differences in arrests throughout adulthood. For example, note that
the LC3 latent class had the highest arrest rate during the early ages studied here (through
about age 15}, but then by the late 203 there were four latent classes with higher predicted
{and observed) arrest trajectories. By itself, the mere presence of an adolescent-limited
trajectory poses a senious problem Lo (he ags-invariance hypothesis, The amrest trajectory
of the adolescent-limited graup is simply incompatible with the age-invariance argument
because this arrest trajectory of the adolescent-limited offender group (LC4) drops right
across the (predicted and observed) arrest trajectories of several of the other arrest
trajectories (e.g., LC1, LC2, LC6). In other words, their arrest rate was at one point
significantly higher than the arrest rate of the other latent classes, but by the early
twentics e LC4 trajectory is the only trajectory that is running along the X axis at a
predicted (and observed) rate of zero. Or consider the arrest trajectary for the LC2 latent
class. Thys latent class had the iowest amrest rate through age 19, but by aga 33 it had ():2
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second highest arrest rate. Finally, another arrest trajectory that is problematic for the age
invariance hypothesis is that of the LC6 latent class. The LCE latent class displayed an
offending trajectory that was midway between the other arrest trajectories through about
age 17 {bath in terms of the observed and predicted trajectory). By the end of the foliow
wp period, this latent class had the highest arest trajectory {both predicted and observed).
Overall, the trajectories depicted in Figures 7.4 and 7.5 reject the notion that
between-group differences in arrest are maintained across time. As in the 1981-82
sample, the results to this point in our analyses have nrovided both substantive and
statistical evidence that reject the notion that the relationship between age and crime 13

“invariant” across the latent classes.

The Adult Prison Experiences of the Latent Classes

In this final section of results for the 1986-87 sample, we again present some
descriptive evidence conceming the adult prison experiences of the latent classes, this
time with the second sample. Again, the purpose of this presentation is to exanune
descriptively whether the between-group differcnees appear to be the result of differential
incarceration experiences. Table 7.9 includes the percentage of cach latent class that had
at least one “stay" in the CDC, the percentage that was incarcerated at the end of the
follow-up period and those who had at least one stay, the average number of CDC “stays”
and the median years spent incarcerated in the CDHC,

Like the results observed for the 1981-82 sample, Table 7.9 depicts a striking
difference in the percertage of each latent ¢lass that had at least one entyance tnlo the
CDC. The percentages racge from 14.4% (L.C4) 2l the way up 1o 92.2% (LCS) The

SEN
]



80T BFE sF 6Ly | FArA 10'F Q0 W pATSIICIU] RV L TA], JO | VTIPAY

6T E 9T 1l 6LC t0e L SARIS D(ID J0 #f TAY
AB)S D [ 1509 Je Ay aso ) Beowy

ey L4 ey oo el EL6 AR GO0T ‘OF AUUL U0 PAHTAITILINT NG T

LF 08 A | R [RS8 P9 ARIS DD 115U IV 414N B

221 £1 L £ {1 11 AAEIEN

S5ED) Wa1eT]

:sst() JUINT AQ ‘s2ouaadXg UONEIIIIEIU] NPV 01 PALR SAGULTA JO Lmwung gz dqL],

dweg [§-9861

351




mean number of stays in the CDC {among those who had at lzast one stay) varied from
1,15 (LC4) to 2.6 {LC5), while the median number of total years incarcerated (among
those incarcerated at least once) ranged for 2.06 (LC6) to 4.35 (LC4).

For our purposes here, however, again we note that the results presented Table 7.9
do nat support the possible interpretation that the di{lerences were most likely the resuli
of pussible incapacitation ellecls over the entire age diseribution. For example, again we
find that the adolescent-timited offender group {which experienced the most abrupt
change) had an extremely low-rate of entrance into the CDC (which makes sznse given
their lack of arrests during the majority of the adult years). Again we note that LC5 and
1.C6 both had extremely high rates of entrance into the CDC, yet their arrest trajectories
did not respond in identical manners.

To lock at this {inding & different way, the reader can examine the percentage of
cases that make ar entrance for the LC1 and LC3 latent classes. Sixty-four percent of the
LC1 latent class had at least one stay m the CDC (and those sixty-four percent spent 4
years in the CDC according to the median), whercas 83% of the 1.C3 latent class makes a
transition into the CDC (and spends a median length of 4 vears there). Thus, 20% more
of the LC3 latent class made a transition into the CDC, but the decline during adulthood
for these bwo arrest trajectonics was virtually identical, If incapacitation effects were
causing the arrest trajectories o fall at different rates, then the LC3 trajectory should have
fallen at & much faster rate than the arrest trajectory of the LC1 latent class. Stated
differently, why do the trajectories of thess two latent ¢lasses change at the same rate
when they had different CDC experiences (20% more of the LT3 latent ¢lass served time
compared to LT group)?
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Whether you consider why the group with the most significant and fastest drop in
artests has the lowest prison entrance rates, or why two groups with the same change in
arrests have different CDC experdences, the conclusion that differential incarceration
rates were causing the between group differences to be reduced does not make sense,
given the descriptive results depicted tn Table 7.9, Again, these results merely suggest
that differential incarceration rates were not causing the different changes in the shapes of
the arrest trajectories, but a mare thorough (and delinitive) examination of this issue is

warranted in future research.

RESULTS FOR THE 1991-92 SAMPLE

This final section presents the “substantive” results of the g~class semiparametric
mixed Poisson model for the 1991-92 sample. The analysss that foliow here are identical

to thage performed above for the previous bwe samples.

Latent Class Assignment Perceatages and Posterior Probabilities

The analysis of the data for the 1991-92 sample begins with a presentation of the
percentage of cases assigned to each latent class and a descriptive summary of the
posterior probabidities of assignment to the latent class. The latent ¢lasses naming
conventions are identical to those used above.

Panel A of Table 7.10 presents the estimated and actual group ass: gnment
nercentaies, and Panel B summarizes the postenior 2ssignment probzhilities for the [991-
92 sample. Using the maximum probability assignment rule, the following percentages
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Table 7,10, Summary Descriptions of Latent Class Assignment Percentages
and Posterior Assignment Probakilities: 1991-92 Sample

Panel #: Group Assicrment Percentages

——
Assigned ;
Latent Class Estimated % %4 ™
LC 2787 2761 396
LC2 232 2395 344
L3 15.85 15.62 224
LC4 14.78 14.71 211
LC3 1065 1109 [59
LC& 725 6.97 144

Panci B: Posterior Assipnment Probahbilities

Percentiles
Latent Class klcan 25tk jgth Tith
L.C1 0.84 0.74 .91 7,98
LC? 0.82 0.69 Q.87 0.6
LC3 0,86 0.75 Q.94 .99
L.C4 0.82 043 HI | {49
LCS 0.89 079 0.96 P00
LCx 0.37 0.76 0.95 190
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of cases were assigned to each latent class: 28% (LC1; n= 398}, 24% (LC2; n = 144);
16% (LC3, n =224); 15% (LC4, n = 211); 11% (LC5; n = 159); and ¥%% (LC6; n = 100),

The model-based estimate of the percentage of cases that were expected to belong
to each latent class can also be found in Table 7.1¢. Looking at both the estimated and
actual assigned percentages, we find a remarkable degree of similarity between the two
petcentages. Just like the two previous samples, the largest discrepancy between the two
percentages was less than 1% (0.79% in LC2).

The summary description of the posterior assignment probabitities can be found
in Pane! B of Table 7.10. Again, each row of this panel describes the posterior
probabilities of only those individuals who were actually assigned to that latent class. The
average assignment probabilitics for all of the latent classes were between 0.82 and 0.89.
Given that there are significantly fewer “age years”™ or “dataé points” included in the
analylical data file of the 1991-92 sample compared to the analytical data files of the
previous samples, it is not surprising that the postenior assignmént prababilities are not as
high in this samiple {t.€., the moze “teials” in the éata, the more information there is to
compitte the posterior probabilities). The two latent classes with the lowest average
assignment probabitities for the 1991-92 sample were the LC2 and LC4 [atent classes,
both of which had average assignment probabilities of 0.82.  An examunation of the
medians {30 percentiles) presented in Panel B of Table 7.10 indicates that most laient
classes had median assignment probabilities that were fairly high—the lowest median
probability value was only 0.87. Thus, over 50% of the individuals in the 1991-92
sample were assigred to the latent elass that had a 0.87 probability or greater of having
cenerated the individual’s tongitudinal offending pattern.
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Summary Arrest Charge Information

At the outset, we note here that many of the substantive findings of this section
concerning the overall nature of the artest patterns of the [atent classes are, in fact,
virtually identical to the findings noted above in both the 1981-82 and 19806-87 samples.
Therefore, some of the findings are not discussed in as much detall as these presented
previously.

A descriptive summary of the arrest charge histones of the individuals assigned to
each latent class for the 1991-92 sample can be found in Table 7.11. The information
presented in Table 7,11 includes the average obscrved number of total arrest charges (at
the end of the follow-up penod on June 30, 2000}, the predicted average number of arest
chargcs based on the estimates from the semiparameltric mixed Poisson model, the
observed numbcer of serious arrest charges, and the average age at [irst arrest. To brefly
review our previous description of the overall artest patterns for the sample us a whole
{from Chapter 6), the “average individual” in the 1991-92 sample accumulated 16.36
arrest charges by the end of the follow-up period, of which 8.59 of those were for serious
arrest charges. The “uverage™ individual was first arrested at an age of 13.64 years old.
As in the two previous sample resulis sections, the information depicted in descriptive
arrest history {Table 7.11) 15 rank-ordered by the mean number of ohserved arrest charges
{from lowest to highest) because this makes for a clearer presentation of some of the
cther information in the table.

The results displayed in Table 7.11 speak io a significant amount of between-
eroup {or between-class) heterogeneity in the average number of arest charges. This
finding was expected given the carlier findings obtained for both the 198182 and {930-
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Table 7.11. Summary Arrest Charge Information, by Latent Class: 1991-92 Sample

wican Total Amest Charges

Obs, Mean Serious

Average Age

Latent Class Observed Predicted Aurest Charges at First Acrest
LC3 9.43 2.63 3,50 1388
LC2 11.36 t1.42 637 14 .54
LTI 13.06 13.03 723 1422
LC4 19.i2 18.78 18,20 11,35
LCs 2124 26.53 12.87 1190
LC3 28.57 28.18% 1318 15,13
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87 samples. The mean number of total observed amrest charges varied from a low of 2.43
in the LC5 latent class (which accounted the 11% of the sample), while the highest
average number of arrest charges was 28.57 in the fiflh latent class {LLC3; 16% of
sample). As in the 1986-87 sample, there were twa latent classes with very high arrest
charge totals—ths sixth latent class, LC6 (7%), was not far behind the LC3 latent class in
terms of their average arvest charge total {27.26). Overall though, there was a ditference
of over 19 arrest charges between the latent classes with the highest and lowest arrest
charge averages. The LC1 latent ciass with the largest percentage of tae sample assigned
to it (28%) had an average of 13.00 arrest charges. The average arest charge totals in the
remaining two latent classes were 11.36 (LC2; 24%) and 19.12 (L.C4; 15%). Asin the
two previous samples, the variable average arrest charge totals within each latent class
indicate that the average number of arvest charges caleulated for the sample as a whole is
not very representative of the average number of arest charges found in each of the
distinct latent classes.

The *Predicted” miumnrin Table 7.11 containg the modei-based predicted number
of total arrest charges based on the estimates Tom the semiparametiic mixed Poisson
madel. Comparing the averages in the two columns, we find again that the model-based
prediction was fairly accurate in predicting the overall average number of amrest charges
in cach of the latent classes. As in the earlicr samples, about 50% of the arrest charges i
each latent class were composed of serious arrest charges {the percentages ranged from
46% to 58%).

Once again we find between-class heterogeneity with respect lo the average age at

fivst arrest {Table 7.117. The youngest average age al firsl arrest was found in the LC




latent class—they averaged their [irst arrest at the carly age of 11.35 vears old. The LC3,
LC5, and LCG latent classes averaged their first arrest when they were 13 years old, while
the LC1 and LCZ latent classes were about 14 vears old when they were first arrested by
law enforcement authonties.

Also consistent with the findings om the two previous samples, Table 7.11 fails
to depict 4 neat, reverse-ordening of the average ages at first arrest on the basis of the
rank-orderings {from lowest to highest) of the tota] arrest charges among the latent
classes. The latent class with the youngest averapge age at {irst arrest (LC4) did not
accumulate the highest average number of arrest charges, while the latent class with the
oldest average age at first arrest 2lso did not accumulate the lowest number of average
arrest charpe totals. Once again we [ind that the two [atent classes with highest average
arrest charge totals (LC3 and LCO) both had average ages at first arrest that were nearly
identical to the averape age of arrest for the sample as a whole (which 15 13.64 years old).

These resufts support the previously stated conclusion that the estimated age
parameters were not equal acrass the latent classes in this sample (Table 7.3}, and they
are also inconsistent with the “invariance hypothesis” promulgated by Gottfredson and
Hirschi (1990). Evidence supporting the age invanance hypothesis requires that the
latent class with the highest averape number of arrest charges also have the youngest age
of arrest, and similarly that the latent class with the oldest average age at lirst arrest
should have the lowest average numbder of arrest charges. When presumed invariants
such as these display variance across latent classes, it 15 a clear indication of changing

hetweon-group differences over tiime. In the next section we present a graphical
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depiction of the observed and predicted arrest trajectory for each latent class to better

mvestigate the substantive differences in the arrest trajectories of these latent classes,

Predicted and Observed Trajectories of Arrest

As in the pnor section, the [indings here replicate those noted above in the 1981-
82 and 19846-837 samples. As before, two figures are described in this section. Figure 7.6
contalns the predictsd arrest trajectories, while Figure 7.7 contains «he actual gbserved
trajectonies for the six latent clzsses 1p the 1991-92 sample.

Similar 0 the indings observed for the two prior samples, the predicted
trajectories for the latent classes in the 199[-92 sample here also end to siightly over-
estimate the arrest rates at the younger ages, undercut the peak ages, and skightly over-
predict during the early 20s. And once again, regardless of the causes of the drop in
arrcsts, the observed number of charges are back “on track™ with the predicted number of
charges oitce the sample members reach their mid-twenties. Again, for the reader
interested in the comparison of the observed and predicted arrest trajectories for each
latent class, there s grapincal depiction of the observed and predicted trajectories for
each latent elass in Appendix F. Due to the fact that it is casier to sec the differcnces in
the predicied amest trajeciories (because of the natural “smeothing” that cccurs in the
predictions), we focus our discussion on the predicted trajectones in Figure 7.6.
However, it (s imporant to note that the substantive implications relevant 1w this study do
not depend on whisther ong vses the predicted or ebserved anest trajectories.

First, both figures 7.6 and 7.7 indicate that the lalent classes have qualitatively
distinct arrest trigectories (alinough this depiction is clearer in Figure 7.6). For examzle,
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the LC3 latent ciass has a very high peak rate of offending, whercas the LC2 latent class
has a peak rate that is moughly one-half of the peak rate of the LC3 latent class. The
nature of the trajectories presented in these figures lend further substantive suppert to the
first hypothesis (H;)} that there are multiple offender groups in the serious youthful
offender population. However, these results also contradict the second hypothesis
examined in this study (H.). Our analyses ;how that there are more than two distingt
offender eroups. The heterogeneity among these different arrest trajectories could not be
adequately described using only two trajectortes. [mportant differences in the
developmental nature of the affending trajectories would be lost if we limited even this
setect portion of the offender population to contain anly twao distinct tatent classes *’
Second, once again we find an adolescent-limited offender group (I.C4} in the
serious youthful offender population. Thus, the adolescent-limited offender group was
uncovared in ali three of the samples used in this study. The trajectory of the LC4 latent
class clearly follows an adolescent-limited trajectory; there is a rapid increase in their
arrest rate during early adolescence, and a nearly identical decrease in the arrest rate on
the other side of their peak age {age 16). By their early twenties, this group (like the
adolescent-limited groups in the two earlier samples) had largely desisted from olfending.
There were oniy a handful of arrests between ages 20 through 22 for the individuals in
the LC4 latent class, and from ages 23 through 31, there was not even a single arrest
charge for the offenders assigned to this latent class {that were followed through thoss

ages). Thus, once again we find suppert for the third hypothests (Ha) regarding the

2 1n thus s2mole as weil, the adolescens.liruted fatent ciass did not even get added 25 ar offender group in
the populason wnul 3 3-class meds] was estmated. Thus, without allowing for morz hetzrogenaity in the
populator thar sumaly two clesses, the fact thal these was 2 adolescent-lumuled trajeciony would be
completely hudcen
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presence of an adolescent-limited offender eroup 1n the serious youthful offender
population.

Finaily, the trgjectonies depicted 1o both Figures V.6 and 7.7 provide further
evidence against the “age invariance” hypothesis of Gottfredson and Hirschi (19940).
Whether using Figure 7.6 {predicted trajectorics) or Figure 7.7 {observed trajectones}),
there are visible differences in the trajectories of the latent classes in terms of not only
their mean rate of offending, but alse n the developmental najure of their trajectones as
well. Onee again we find that {excluding the adolescent-limited group) there was
considerable stability in the differences among the trajectories dunng the sarly ages
(through about age 15). However, there was a sighificant breakdown in the preservation
of between-group diiferences all the way through the adult years studied here. For
example, the LC4 latent chass had the highest arrest rate during the early ages, but by the
late 20s, three of the other latent ¢lass had higher predicted (and observed) arest
trajectories. Further, the presence of the adolescent-timited offenders ir the data (LC5)
noses 4 serious problem to the ags-invariance hypothesiz because the arrest tryectory of
the adolescent-limited affender group plunges right across all of the other (ohserved and
predicted) arrest trajectories in the 1991-92 sample. In other words, their rate of arrest
was zt one point, significantly higher than the arrest rate of the other latent classes, but by
the early twenties the trajectory of the adolescent-limited affendear group possess the
trajectory with the lowest predicted and observed arrest rate {at about zern). The LC&
latent class trajectory is alse inconsistenl with the age invariance hypothesis. Dunng the

garly vears, ihis latent class had a Irajectory that was in the middle of the other
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trajectories, however by the mid-twenties this latent class had a trajectory that was the
highest of all the latent classes.

Overall, the trajectory patterns shown in Figures 7.6 and 7.7 reject the notion that
between-group differences are maintained across time. As in the two previous samples,
hoth the statistical and substantive resulls provide evidence to reject the hypothesis that

the rejationship between age and crime (s "invariant”™ across the latent classes.

The Adult Prison Experiences of the Latent Classes

Finally, Table 7.12 presents a brief surmmary description of the adult incarceration
experiences for each of the latent classes in the 1991-92 sample. Once again, we {ind that
there were varying levels of entrance 1ato the CDC across the six latent classes. Table
7.12 reports that 9% of the adolescent-lirnited offender group (LC3) made at least one
transition inte the CDC, whereas 81% of the LC3 latent class made at least entrance into
the CDC over the age-period studied here. Amoneg those who made an entrance, the
average number of stays ranged from 1.07 {LC35) to 1.79 {1.C6), while the median
number of years incarcerated in the CDC ranged from 1.60 (LT6) to 2.53 {LC4).

The results presented in Table 7.12 lead 1o the same ¢onclusion arrived at in the
two previous samples. There is no clear {or robust) indication that incarceration
differences (or tncapacitation clfecls) over the entire age distribution are driving the
failure of the groups to maintain their arrest differences over time {again, se¢ Footnote
#4). The group that poses the most problems to the “age invariance”™ hypothesis of
Gottfredson and Hirschi (oecause of their rapid, earlv decling compared to the other
trajeclories) i3 the group wiih the smallest pereentage of its members that were eventually
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Table 7.12 Summary of Variables Related to Adult Inearceration Experiences, by Latent Class:
1991-92 Sampte

Latesi Class

Warialble 1.C] 1.C2 L3 LCq LCS LCA
Y Wilh Al Least 1 €D Slay 51.40 4678 20.72 5072 .45 62.24
24 S lecarceralod on June 30, 2004 738 10.23 9,42 i1.37 126 612
Amang Those With ar Least 1 £DC Stay:
Avn it of COC Siays 1.37 1,41 1.64 1.54 1.07 179
belodion ¥ of Totsl Years Incarcerated i COC 1.90 234 207 253 244 .60
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incareerated. The other groups, which had much slower rates of change (ithe kind of
change that would be expected when the members were not “incapacitated™), were the
groups who had the highest prnison entrance rates. Again, future analyses are needed {and
will be undertaken) to examine the role played by adult prison stays in determining arrest
trajectories more definitively (in a more methodologically robust manner that accounts
for time at risk through “offset” terms in the equations). The results here do not indicate
thal incapacitation effects are dnving the loss of between group differences over time.

It 15 imporiant to note that cur conclusion here dovetails with the results of the
Piquero et al, (2001) study that examined the adult arrest patterns of a sample of 272
CY A wards and employed the use of “offset terms™ in the finite mixture medel 1o
account for differences in street time. As Piquera et al. (2001: 68) noted, “the general

shape of the arrest trend appears to be robust to conltrols for exposure time."”

COMPARISON OF LATENT CLASSES ACROSS THE SAMPLES

In our review of the prior rescarch on this topic, we noted that, with the exception
of the D'Unger et al. {1998} study, most studies of the heterogeneity in longitudinal
patterns of cnminal activity employing the use of the finite mixture medels have
generally only had access tg a single sample. Thus far, only ['Unger et al. have been
able to generalize to the same population over time, and no previeus study has yet
addressed how “stable” or “unstable™ a given set of latent classes are across time. Thus,
without more than one dataset, it is impossible to (1) replicate the existence of a
trafectory group over time and (2) address whether the nature of the offending trajectones
change over time. As such DX Unger et al, {1993} argue that replication of offending
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trajectories is a critical research need that is necessary (o prevent reifying any particular
identified offending trajectory as a slable element in a population.

In fact, the question of whether there are fatent classes that are stable elements in
a population and fril to change over time 15 directly related to the question at-hand here.
One of the main reasons why Gottitedson and Hirschi's hypotiesis (that the relationship
between age and crime is invariant across person, piace, culture, and time} was such an
unpalatable hypethesis to many sociologists (and especially life course sociclagists) is
that if true, it would imply that social and historical conditions have no formidable impact
on crime trajectories. As Beuson (2002: 77) notes, “It [invariant age-crime relationship]
would call into question the life course principle of contextualisin, that 1s, the 1dea that
social and historical conditions shape trajectories in 2l domains of life.” To [ife cowrse
sociologists, the social context is a “force in development” (Elder and O'Rand 1993) that
has the power to redirect or change trajectories already in mation-—the long-term shape
of a trajectory is by no means fixed to take a parlicular course after & given age. The age-
invariance hypothesis of Gottfredson and Hirschi, on the other hand. envisions a pattern
of development that is fixed at a relatively early age. Thus, finding evidence of stable,
unchanying latent ¢lasses in the population would call into question the idea that
changing social conditions are relevant to the developmental shape of a trajectory.

To this point, the focus of this chapter has becn on examining and comparing the
latenl classes discovered within each sample over time. Next, we briefly compare the

traiectories across the samples 1o examine if there were any stable offender groups

present tn the samples.

i6s




TB 13— Tl § 2 e

sy
BE LG md wf WP P ME €L 1 CL BT N0 BE A1 W L1 MOEL MUEE T 1L B K B L
3 . oe
| S i
I =
] ﬂll gl -
L 2 %
f - -
1 wl ¥ [
g
_ e H
i
I T
_ |
! —_———-= At
ER L
Treb1457 S 9351131 —— 136113 1 —— (1680107 —v— 541 137 % (e 31— |
Hy v :

G0 A0 L PC OT B 1€ B0 B OE T #L 50 BE EE 2L IE D2 &4 31 20 9151 MV 0N EL NI Q1 & B &

%E\.l&.l‘?.t‘.i;ﬁ(y ‘n““ﬂ“\!lﬂlul! ”“.
i Wd .

b
ol

a
a
17d.aygur

309

il

Fl

o 1y 3 1aury

[151F == T26 10— 1081 i 37—

__A.n_Jn.__.- -*- FAI'FDY o 1GR3 ——

ay aly
L8 W0 BE WE BF JE I R0 of nD gl 90 §¢ #E UL T2 D2 AL A1 NI L1 ¥ OC1 KL CEEL 13D B 3 & P By OO 3B R =TT S T T A O ol O O O YRR LTI I T S BN T I B
. . M o . e et -7 °% I
. ..1...-1..1-1 o n_-.I..v.ri..r...rl
- - R — i :
e . .
o - H <
LRI i 2
H s
n_...m _...I _..M.. it
er _ :
ir —

Rl | Wy

sadwes saly My ssolay sareiaalen] oy wae T Fqueedioagy jo sydelny g aindyg




Figure 7.8 contains [ive panels of predicted arrest trajectories from the resulls
presented earlier. Each pansl contains a graphical depiction of the trajectones from cach
of the latent classes that had “comparable” developmental features.”® Cur examination of
the arrest teajectonies presented for the three samples indicated that there were four arrest
trajectories common to all three samples (Panels A — D of Figure 7.8), and one trajectory
that was cemmen to the both the 1386-87 and 1951-92 samples (Panel E of Figure 7.8).
Panel A, for example, contains the LOC2 wajectory from the 1981-32 sample, the LC3
trajectory from the 1986-87 sample, and the LCf;l trajectory from the 1991-92 sample. As
depicted ip that panel, these three predicted arrest brajectories were nearly identical ail the
way through age 17, at which point the trajectories began to take different paths. Atage
17, the LC4 trajectory of the 1991-92 sample began a much more rapid descent. The
LC3 trajectory of the 1986-87 sample followed suit soon therealter. Thus, wlile the three
trajectories were virtually identical theough age 17, they teok very different paths of
“desistence” at that point.

We will not discuss each of the panels found in Figure 7.8, but we will note one
consistent paitern depicted in the panels. The consistent pattemn found in the paneis of
Figurz 7.8 is that during the sarly ages, each of the latent classes (within gach panel) is
extremely sirnilar to one another and for the most part lie nearly directty on top of one

another, However, wilh the onset of adultiged, the trajectories beain to assume different

£ [t i3 interesting 1o nete that the L7 [atent closs of the 1981-82 sample did nst show up in either the
1936-87 sample or the 199]-%7 sample. Az detailed in Chapter 3, lezislation passed in 1982 remaoved the
CY A as 2 porential sentziceny alteraative (in place of seatencing to the CDC) for voung adult offeodars
who had been convicted of senoes {o.g. index) offenses. Thus, thas lawent class did disappear from the
CY & populzuen. but onby heczuse of & change o sentencing parerns. The LT faenn class most bikely just
“maved” it the COC papalation, rather than disappedring a5 a 1vpe of lalent vlass i the offender
population Nonsthetess, the resuits of the models it withy the chanyes {6 the sentenuing pattesns thal
rernaved ihe L3 vpe of offende: fromthe CY A population
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growth pattemms, The 19%1-92 latent class trajectory in each panel aiways declines at the
fastest rate, while the 1986-87 trajectory falls in the zone in between the 1991-92 and
1981-82 trajectones. These results are entirely consistent with a “period effect” that was
serving to modify the shape of the developmental course of the arrest trajectones. The
fact that the 1986-87 [atent class in each panel ts consistently found in the “buffer” zone
between the 1981-82 and 1991-92 trajectories provides considerable support to the
arguiment that the change across the samples in each panel is not merely a statistical
artifact. A change was occuming over the penod of tims studied here, and whatever the
source of the change (e.g., the declining crume and airest rates), it was serving to redirect
the arrest trajectory on a path of desistence. Relative to the 1981-82 sample, this change
occlired faster in the 1986-87 sample, and accelerated even faster in the 1991-%2 sample.
Again, most imporiant for the concerns addressed here is the fact that the arrest
{rajectories across the samples were virtually identical all the way through the juvenile
portion of the age distnbution, and then they assumed different developmental shapes.
For example, note the difference in the predicted arvest rates at age 27 between LC4 of
the 1991-92 sample and LC2 of the 1981-82 sample (Panel A of Figure 7.8}, A finding
such as this is simpiy incompatible with the age-invanunce hypothesis and {avors the
inference that regardless of your pricr offending history, behavioral change 1s posstble.
Perhaps more importantly, this finding also suggests that broad soctal conditions can alter
trajectortes and possibly inlluence them to either decline faster or slower depending on

the nature of the effect that the changing conditions have on the praoduction of cnime.
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SUMMARY OF RESULTS

Having now completed the presentation of results for this chapter, here we briefly
summarize the resulls prosented above. Alter this review, the chapter concludes with a
discussion of these results and how they refute or support the hypotheses detailed in
Chapter 3.

The presentation of resuits in this chapter began with a descaption of the overal!
age-crime relationship vathin each sampls. The age crime-curve in zll three samples was
found w have a rapid increase in adoleseence, a peak arrest rate during adolescence, and
then a deciine in the arrest rate through adulthoed. Other than the fact that the peak age
at arrest occurced earlier thap late adolescence, these results indicate that the aggregate
age-crime relationship within each of the samples resembled the averall robust aggregate
age-crinle curve present 1o the population at-large (as presented in Figure 1.1)

Next, attention tumed to examiming whether there were diverse, heterogencous
age-crime trajectories concealed within the overall age-crime curve (computed for all of
the sample cases combined), Afler discussing the method vsed to ammive at the optimal
rumber of latent classes (e.g., the BIC statistic and local/globat testing), we presented the
results of the application of the semiparametnc mixed Poisson model of Nagio and Land
{1993}, In all three samoles, the 7-class and 8-class models resulted in multipte local
maxima, whereas the 8.class model generated a single unique (presumably globalt)
solulion, Also, in al! thres samples, the BIC statistic favored the choice of the 6-ciass
mode! over the 5-class madel. Thus, it was determined that the semiparametrie mixed
Poisson madel with six components or six points of suppori was the optimal model in all

three sarples.
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At this point, the resulting parameler estimates from each of the 6-class
semiparametric models were examined both descriptively and statisticaliy to determine
whether the nature of the regression coefficients for the age and age-squared vanables
were equivalent or invariant across the latent classes within each sample. Descriptively,
there were discrepancies in the magnitude of the regression cocfficients across the latent
¢lasses within each sample. For example, the esgimatad cpefficients ranged from, 3.99 to
29.20 in the 1981-82 sample. Next, we statistically tested via the Wald (linear constraint)
test statistic whether each set of the regression coellicients were equivalent (within
sampling {luctuations) across the latent classes within each sample. The results of the
Wald tests indicated a resounding rejection of the nuil hypothesis that the estimated age
parameters (e.g., for the age vanable and for the age-squared vanahle) were equivalent
across Lhe latent classes within each sample. These results shed statistical evidentiary
doubt on the age invariance hypothesis proposed by Gottfredson and Hirschi

To more carefully examine whether the statistical difterences in the estimated age
parameters across the latent classes were substantively important, we next turned to a
graphical approach to examing the age-invariance hypothesis. The results were cxamined

on a sample-by sample basis, and our review of the results proceeds accordingly.

Summary of Substantive Results for the 1981-82 Sample

After assigning cach individual in the sumple to the latent class to which be had
the highest (posterior) probability of belonging, a series of descnptive analvses were
undertaker. First, the offending patterns of cach latent class were summarized. The

mean number citotal arrest charges was found to vary greatly wnong the latent classss.
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The means ranged from 5.59 average arrest charges all the way up to 44.10 arrest
charges, or roughly a difference of 39 arrest charges! The model-based predicted total
arrest charges were found to be very similar to the observed average total arrest charges.
In each latent class, roughly 50% of their arrest charges were found to be composed of
serious offenses. Next the average age at first arrest was described for each sample. The
results of the average ages were found to be inconsistent with the age-invanance
hypothesis. The age-invariance hypothsasis requires the group that has the youngest
average age al first arrest to also have the highest mean number of charges. The latent
class with the youngest average age at first amrest did not have the highest number of
arrest charges.

Next, we presented grapbs of the observed and predicted arrest trajectones for
each latent class in the 1981-82 sample. The nature of the growth and decline of the
arrest trajectories was discussed in termms of whether between-group differences were
maintained over time and whether there was an adelescent-limited offeader group. An
examination of the trajectories indicated that indeed there was an adelescent-lirmited
offender group in the sample. The comparisons of the arrest trajectones in terms of tae
stability of between-group differences led to a substantive conclusion consistent with the
Wald tests-—the relationship between age and crime was found to vary across the latent

classes. Between-group differences were not maintained over time.

Summary of Substantive Results for the 1986-87 Sample
The same seis of descriptive analvses were then discussed for the (93687
sample  The substantive onclusions reached in this sample (and in the 1991-92 sample}

.
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were, in fact, identical to those reached above, Individuals were first assigned to 2
pariicular latent class (via the maximum probability rule), and the latent classes were then
subjected a scries of descriptive analyses. An examination of the offending patterns of
cach latent class was [irst summarized. The mean number of total arrest charges was
found to be highly variable among the latent classes; the means racged from 9.46 average
arrest charges all the way up to 3587 arrest charges, or roughly a difference of 27 arrest
charges. The model-based predicted total arrest charges were again found to be very
stmilar to the observed average total arrest charees and (again) roughly 50% of the arrest
charges it each latent class were found to be composed of serious offenses. Attention
then tumned to a description of the average age at first arrest. The descriptions of resulis
for the average ages at first arrest were again found to be inconsistenl with the age-
invartance hypothesis. In this sample, the latent class with the youngest average age at
first arrest did not have the highest number of arrest charges, and in fact, ranked third 1n
terms of the average tolal observed amrest charges (and had nearly 10 less amrest charges
than the most frequently arrested latent class).

The observed and predicted arvest trajectonies for each latent class in the 1.931—82
sample were presented next. The description of the arrest trajectories was focused in
terms of whether between-group differences change over time and whether there was an
adolescent-limited offender group. An examination of the trajectories indicated the
presence of an adolescent-limited offender group in the 1986-37 sample 25 well. Similar
to the resulls presented for the 198 1-82 sample, the comparisons of the arrest trajectories
in termis of the stability/unstability of between-group differences led to the substantive
conclusion consistent with the Wald tests—the relaficnship betwesn age and crijue was

7
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found not to be invariant across the latent classes. Rather, there were varied substantive
differences in the relationship between age and crime feund among the vanous latent
classes. [n total, the resutis indicated that between-group differences were not maintained

over time.

Summary of Substantive Results for the 1991-92 Sample

The substantive results for the 1991-92 sample were presented next. Building on
the consistency for the results presented in the 1981-82 and 1986-87 sampies, the
substantive conclusions reached for this sample again replicate the resulty for the two
prior samples. Thus, robust results were presented in each of the three samples.
Individuals in the 1991-92 sample were again first assigned to the latent class that had the
highest probability of having generated the individual’s observed longitudinal offense
pattern. The offending pattemns of each [atent class were then described. There was
betwaen-class heterogencity found with respect to the mean uumber of arrest charges.
The mean number of total arrest charges varied from a low of 9.473 arrest charges to a
high of 28.37 arrest charges. The groups with the lowest and highest armest charge totals
differed by over 19 arrest charges, For this sample as well, the model-based predicted
total arrest charges for each latent class were found o be very consistent with the
observed average total arrest charges in the latent class. In each of the latent classes,
rouchly 50% of the arrest charges were found to be for serious affenses. Tuming next to
the averaze ane at first arrest, the resclts were once again found to be inconsistent with
the age-invariance hypothesis. The lateat class with the youngest average age al [irst
arcest once ayain filzd to accumulate the highest number ef arrast charges, and the group
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with the oldest average age at first arrest was not the group with the fewest average
number of arrest charges.

To further investigate the nature of the between group differences, we presented
eraphs of the observed and predicted arrest trajectonies for each latent class. The
trajectories were discussed in terms of whether between-group differcnces were
maintained or changed over time and whether there was evidence of an adolescent-
limited offender group. Similar to the two catlier samples, an examination of the
ohserved and predicted arrest trajectories indicated the presence of an adolescent-iimited
offender group in the 1991-92 sampie. Finally, the comparison of the arrest trajeclones
in terms of the stability of between-group differences similarly led to a substantive
conclusion that was consistant with the Wald tests presented at the beginning of the
chapter—ihe relationship between age and crime was again found to vary across the
latent classes. Differences betwesn the groups were not stable across bime, but rather

they changed with the waxing of waning of the trajectorics of the latent classes.

Summary of the Comparison of Latent Classes Across the Samples

Examination of the trajectorics in each of the samples indicated that there were
four trajectories comrion to all three samples, and one trajectory common (o only the
1986-87 and 1991-92 samples. Closer examination of the trajectories indicated that the
groups were not completely identical across time (which is also incornpatible with the
age-invariance hypothesis of Gottfredson and Hirschi), and in fact, a pattern was
consistent]v observed in the five parels of Figure 7.8, The consistent paltern seen 1
Fiuurs 7.8 irdicated that after a similar trajestory shape during childhood ard
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adolescence, the trajectorias began to assume different growth patters with the ensct of
adulthood. The 1991.92 latent class trajectory in each panel of Figure 7.8 always
declined at the fastest rate, while the [986-37 trajectory fzil (n between the 1991-92 and
1981-82 amest trajectories. This result was interpreted as consistent with a possible
period effect and that broad social conditions can alter arrest trajectonies and possibly

influence them to dectine either faster or slower.

DISCUSSION

The purpose of this chapter was to cniticatly examine the relattonship belween age
and crime among latent classes of serious youthful offenders. This chapler began with a
sumnmary description of the different explanations for the shape of the age-crime curve
that were presented in Chapter 2 of this study. Recall that Chapter 2 presented a detailed
description of the theories of Gottfredson and Hirschi {1990), Sampson and Laub {1993)
and Moffitt (1993). The distinction between these theorics is critical because each of the
thearies makes diffcrent asscruons regarding the stabifity of individua! differsnces in
crime across time, and similarly cach theory has a different explanation for the observed
ageregate ApC-Crime curve,

Gottfredson and Hirschi (1990} sparked the age erime debate in 1983 with their
controversial {and some might argue sociologically blasphemous) ape-invariance
hypothesis in their article in the American Journat of Secivlogy article entitled, “Age,
Crime, and Social Explanation” (Hirschi and Gottlredson 1983). In that article,
Gottfredson and Hirschi argued that the relationship between age and erime is “inherent,
‘nersiant, and inexplicable” (Tittle and Grasmick 1998)---ali peopie, everywhere, and
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within any historical peried, tend to commit less crime as they age no matter which
source of crime data 15 used as an indicator of oflending. Gottfredson and Hirschi's
argue that the shape of the age-crime curve is relatively robust across persons, groups,
cultures, and periods. A/ individuals will have their greatest involvement tn enminal
activity during the late adolescent years of life, and offending declines thereafier. The
implication of this argument is that even individuals with vastly different life
circumstances, and social, psychalogecal, historical and economic experiences will have
similarly shaped age-ctime curves across the life course {(Greenberg 1985). The key
implication of Gottfredson and Hirschi's invariance arpument (as specified in their 1990
book) is that the differences berween individials persist over time. Group differences in
criminal offending histories at any point in ime simply refllect group variation in the
propensily to commit criminal offenses. Since they posit that criminal propensity once
formed 15 extremely resilient to change, naturally the relationship between age and crime
has to be invariant and between-group differences that exist at one point in the age-cnme
curve must exist at any other point in the age-crime curve,

The age-graded life course theary of Sampson and Laub, on the other hand,
spectfies the relationship between age and crime as much more variable across
individoals and groups. Sampson and Laub (1993, 1997) see the gencral decline in cnme
with age as a result of the increasing levels of informal soctal control that are produced
by the salient tle events of adalthaod, including smployment, marnags, and military
service. Lffective social ties strengthen one's soclal bond. As adoiescents enter
aduithood and experience the informal social cortrol that results from thetr investments

in interpersonal relationships such as marriage, parethood, and work, crime besomes
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less likety due to the attachments, involvements and commitments of adult life,
Imporiant for our concems here, is that Sampson and Laub invoke a state dependence
argument that allows for criminal prepensity to be vanable over ime. Thus differences in
criminal propensity are not necessarily stable across time. In fact, given their focus on
the sources of informal social control that anse during adulihood, they stress that
adulthood is the precise time when preexisting individual diflerences become less
relevant. Rather, it i3 more important (hat individuals experience the strengtheming of the
social bond that often accompanies movement into the various adult roles and
responsibilities (Cemkovich and Glordano 200 : 372). Sampson and Laub have been
vacal critics of buth the age invariance argument of Gottftedson and Hirschi and the
presumption of stzole individual differcnces in the propensity to commil criminal a¢ts
across the entire life course.

Finally, Moffitt"s theory hypothesizes the existence of two {und only two) distinct
groups of offenders. According to her, the aggregate age-crime relationship takes on (s
observed shape because the two discrete offender groups are mixed in the population at-
large. The upward surge of the age-crime curve ts the resull of increasing parlicipation
rates of the adolescent-limited offender group, whereas the downward surge results from
the termination of offending by this group. Since the adolescent-ivmited offender group
outnumsbers the Jife-course-persistent group (who are hypothesized to commit criminal
and antisocial acts at a refatively constant rate across the life covrse), the offsnding
patterns of the zdotescent-limited eroup are argued to determine the shape of the curve,
The ife-course persistent offenders account for the oftenders in the childhood and

adulthoed tails of the curve.




In Chapter 3, we reviewed the extant literature on studies of the age-crime curve
(within homogenous latent classes of offenders) and concluded there that several cument
limitations with the previous studies on this topic that necessitate further research on this
topic. Two key limitations were discussed in Chapter 3. First, only one study to date {by
D Unger et al. 1998) has examined results from more than one dataset that is
aenteralizable to the same poputation over time. This limitation makes it difficult to
replicate not only the existence of a erime trajectory group over time, but also to cstablish
whether there are any changes in the precise number or pature of the offending
trajcctories over time. Second, there have been only two studies of the age-cnime curve
within samples of high-risk offenders (Laub et al. 1998; Piquero et al. 2001}, and these
studies have one or more of limitations necessitating continued research {e.g., usc of
nonrandom samples, data limited to white juveniles sampled wn the 1930s, limited
seyment of age distribution studied). Three key questions were noted as understudied in
the extant literature with respect to the serious youthful offender population: {1} how
many “latent classes” of offenders are necessary and sufficient to capture the variation of
offending trajectories in the serious youthful offender poputation; {2) how do differences
in offending trajectories during the juvenile years relate to the nature of offending during
the adult years {i.e., are the between-group differences maintained over time); (3) Is there
an adolescent-peaked group within this population?

With these questions in mind, this study set out to investigate four hypotheses
related to the age-crirne curve using three large, random samples of senous youthful

oifenders, The fiist two hypotheses noted 1n Chapter 3 weore:
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H,: There are multiple groups or latent classes of offenders with distinct
offending trajectories even on the high-end of the criminal propensity continuum

where the serious youthful offenders are located.

H; There are more than two groups of offenders with distinetly different

trajectories cven on the high-end of the criminal propensity continuum.

The semiparametric mixed Potsson madel of Nagin and Land (1992) was used to
empirically lease out the latent classes in the three samples. Aficr determining whether a
umque (presumed global) solution could be obtained, the BIC statistic was used as a
statistical euide for determining the optimal nuwmber of [atent classes present 1n the data.
In ali three samples, the BIC statistic favored the finite mixturs model with six
components in the mixing distnbution. Thus, the results for all three samples indicated
significant support for the first hypothesis, Hy, that there are multiple, distinct offender
groups on the high-end of the criminal propensity continuum. These resulis support the
previous descriptive (rather than empirical) contentions of Cohen and Vila (19946) and
D'Unger et al. (1998) that the far end of the continuum has far greater heterogeneily than
previously thought.

These results also provide evidence refuting the ciaims of Meoffitt (1593} that
there are only two discrete offender groups (i.e., the evidence refutes hypothesis Hg).
The BIC siatistics in all three samples favored a 6-class model. Furthermeore, the positive
tncreass in the magnitude of the BIC statistics betwsen the models that only allow fer
vwo latent classes (comesponding to the hypotinesized nunber ol discrete groups in the
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Moffitt theory) and those that allow for six latent classes were indeed quite large {39322
in the 1981-82; 1920.5 in the 1986-87 sample; and 1343.9 in the 1991-92 sample}.

Further support for the notion that there are more than two groups in the effender
population was provided after assigning each individual to the latent class to which they
had the greatest probability of belonging. Examination of both the observed average total
arrest charges and the observed and predicted amvest trajectories in each latent class
indicated that there was simply too much heterogeneity in the population {both in terms
of the mean rates of offending and the developmental shapes of the arrest trajectories) to
be adequately and sufficiently .accmmmd for with anly two latent classes. Examination of
the latent class parameter estimates indicated further evidence refuting the dual taxonony
theory of MofTitt (1993). No latent class in any of the samples was found to oflend at a
refatively constant rate across the age distribution in the hypothesized “spirit” of the life-
course-persistent offender group—the age and age-squared parameter estimates for all of
the latent classes were found to be significantly different from zero (and indicative of a
quadratic relationship). This contradicts Moffitt’s (1993: 693) explicit contention that
age s not a predictor of the offending trajectory in the “life-course-persistent” group.
Further, the graphical results presented in this chapter also faiied to fend support to the
existence of an effender group that offends across the age span at a refatively conslant
and persistent rate independent of age. This was found o be true even in this select
group of serious youthful offenders where presumably, if there were such a life-course
persist-group, it should have been identifled.

The third hypothesis examined n this chapter was:
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H;: There is an adolescence-peaked group even in sampies of senous youthful

offenders.

The examination of the predicted and observed arrest trajectories provided overwhelming
support for the presence eof an adolescent-limited offender group in the scrious youthful
offender population. In ali three samples, a latent class oftender group was identified that
was clearly arrested in an “adolescent-limited” pattem. Importantly, for the [inal 16 age-
years in the 1981-82 sample, the final 11 age-years in the 1956-87 sample, and the final 9
age-vears in 1991-92 sample. not a single individual 2ssigned to the adolescent-limited
offender groups was arrested for even a single charge. This is an impressive finding
given that 10%, 13%, and 11% of the 1981-82, 1986-87, and 1991-92 samples,
respectively, were assigned to this offender group, and is extremely notable given the
proclivity that the members of these samples have shawn for getting arrested. This group

also poses the most trouble for the next hypothesis that was studied herein:

H,: The ags-crime curve is invariant among the latent classes of serious youthful

olfenders. Between-group differences will not vary across time,

The resulis presented in this chapter for ali three sampies send a vigorous signal
indicating a lack of suppor for the Hy hvpothesis. The age invariance hypothesis was
firsi statisticallv tested using the (linear constraint} Wald statistic that tests the restriction

of constraining each age parameter to be equivalent across the latent cizsses. The
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statistical evidence strongly rejected the null hypothesis of no di_fference in the esitmated
age parameters across the latent classes within all three samples.

MNext, the age-invariance hypothesis was tested by examining the
stability/instability of between-group differences in terms of the observed and predicted
arrest trajectories of the latent classes. The results in all three samples provided
resounding evidence of a breakdown in the maintenance of between-group differences
across time. In all three of the sampies, the maintenance of between-group differences in
arrests was relatively strong only through mid-adolescence. Soon thereafter, however,
there was & considerable amount of change in the between-group differences throughout
the remainder of the adult years studied here. Indesd, the mere presence of the
adolescent-limited offender group peses an absolutely msurmeountable hurdle for the age-
invariance hypothesis, especially since this latent class was shown to have the lowest
Incarceration rates in adult prison and because mortality data was used to exclude dead
individuals from being considered in the at-risk population at ages subsequent to their
death. Therefore, their rapid decline cannot be argued to be simply a consequence of the
differential effects of incapacitation and/or mortality. Thus, the group that at ane poinl
consistently had one of the highest arrest rates (at around age 15-18), just several years
later had the lowest arrest rate. Thus, arrest records indicate that this group had indeed,
for all intents and purposes, terminated their offending (in terms of arrest activity at
leasty. This finding is completely incompatible with the hypothesis that the refationship
between age and crime 1s invariant. [t is Important to remember that this finding was
documented across threc scparate samples, which poses a considerable problem for any
rival hvpothesis that this pattern was an anomaly or a statistical [like.
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Further, comparisons across the samples in terms of the similarity of the arrest
trajectories of the latent classes indicated that there were four robust offender trajectories
disgovered among all three samples, and another trajectory was discovered to be present
in both the 1986-87 and 1991-92 samples. However, even in the presence of 2 sunilanty
of offender groups across the samples, the trajectories were not identical in afl three
samples. In fact 2 comsistent pattem was uncovered that appeared to indicate a possible
period effect (or perhaps some other consistent source of change) that was causing the
arrest trajectory to decrease faster in the 1991-92 sample than tt did 1 the {981-82
sampie. Regardiess of the actual cause of the changing shape of the trajectories (within
the groups that share a similar trajectory), we found that there were offender groups that
(for a significant portion of the age distribution) had nearly identical arrest trajectones.
These same groups later had arrest trajectories that were no longer identical. This finding
lends Further substantive support to the notion that between-group diflerences (or in this
case “between-group similarities™) are variable over time. Indeed, the findings in this
chapter resonate extremely well with the earliest study to examine the relationship
between and crime within discrete latent classes of offenders: “explanations of the age-
crime curve are not easily reduced to summary statements aboul average population
tendencies” (Nagin and Land 1995: 358}, According to the results presented in this
chapter, this appears to be the case even within the serious youthful offeider populatien.

Belore concluding this chapier, several final comments are in order. First, it is
clear from the resolts presented here that longitudinal data are absolutely necessary for
examin:ng the causes of crime. Lacking longitudinal data, ane would lose sight of the
fact that even within these samples of persistent offenders, there extsts a group of
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offenders who only appear to have high rates of criminal activity during adelescence. In
fact, if you took a cress-section of these offenders at around age 15, you would find that
the adolescent-limited offenders appear to be among the highest rate offenders in the
sample. However, if you took the cross-section dunng their early twenties, these same
offenders would be the lowest rale offenders {at a rate near or equal to zerg} in the three
samples. Of course, the connection that these are the same individuals at two distinct
potnts in time could only be deduced with longitudinal data. Gottfredson and Hirsclu
(1987) were correct in their contention that there are high costs assaciated with the
collection of longitudinal data {which the authors of this study know all 1o well), but we
would argue it is clear from the results presented in this chapter that an adequate and full
understanding of criminal behavior of these individuals could never be accomplished
through the use of cross-sectional data only. For example, many criminclogists will
probably be surprised by the existence of an adolescent-hmited offender group within the
CY A offender population, given that the CY A wards are renowned for their excessive
failure rates upon exit from the CY A Institutions and their persistence in offending
through adulthood (see e.g., Haapanen 1990, Piguero et al. 2001). Without longitudinal
data, onc would completely lose sight of the fact that even in the population of high-rate
serious offenders, there is an adolescent- limited offender group. Of course, as Tittle
{1988: 76} noted, *whether longitudinal data are preferred over cross-sectional is
something like asking whether hammers or saws are more useful to carpenters.” Cross-
sectional data have their strengths and weaknesses, as do fongttudinal data, but favonny

ore at the complete expense of the other would be a serious error equal only to deciing
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that only quantitative or qualitative analyses should be undertaken to best understand
criminal behavior,

Second, the findings in this study clearly indicate 2 significant amount of
heterogeneity in the propensity to offend within this population, a fact that is imperiant
for both theoretical and public policy reasons.  The cesults here indicate that it 1s
dangerous to think of this population as being “relatively homogenous™ {Ge et al. 2001:
7509, As a whole, serious youthfu! offunders are an elusive class of offenders because
they are rare in the population of offenders (Cernkovich et al. 1983). Researchers,
however, should keep in mind that even within this segment of the population there 15 a
considerable amount of heterogencity. The offenders from the serious youthful offender
population undoubledly will always stand out when (assuming they are actually sampled
by chance) they are found in general population samples. As the results here clearly
indicate, just because these offenders “stand eth”Icﬂm pared to non-offenders or low-rate
offenders in the general population, does not mean they then “stand together” when you
actually examine the longitudinal offending patterns of a large sample of such oflenders.
There simply is much more heterogeneity in this population than has previously been
acknowledged.

Finally, the results obtained in this stady sugges: the limited wtility of the dual
offender typology emploved by Moffitt. This is especiaily froubling because of the
tendency in nuch contemporary criminplogical research to investizate the tencts of this
theoretical perspective after dividing the sampie into two groups (which arc then labeled
LCP and AL) en the basis of age of onzzt alone {see .2, Dean et al. 1996, Piquere et al.

1999, Scholte 1999, Aguilar ¢t al 2000; Klevens et al. 2000, Marzerolie et ai. 2000,
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Cemicovich and Giordano 2001; Ge et al. 2001; Piquero and Brezina 2001). The results
presented in this study indicate that it was not the ase of onsct that differentiated the
adolescent-limited offender group from the other offeader groups, but rather it was the
untique developmental nature of their arrest trajectory. Given that there appears to be
more offender groups in the population than sumply two {and that age of onset appears to
be a questionable method of separating ouf the two groups), analyses and interpretations
based on this dual taxonomy distinction might appear to be a helpful hearistic devics, but
in practice they may be: 1} of questionable theoretical import and 2} potentially
nusleading. If populationssamplesfdatasets cannot be neatly and discretely divided into
two groups by arbitrarily dividing them on the basis of age of onset {and the resulls
obtained herein indicate that they can not), then such a process is likely to do nothing

other than reify the dual offender categones as 1f they actually exist in the offender

population.




CHAPTER B

ON THE RELATIONSHIP OF FAST TO SUBRSEQUENT CRIMINAL ACTIVITY

INTRODUCTION
Here, we first briefly review the theoretical importance of studying the

relationship between past and subsequent criminal activity before proceeding with 2
nresentation and discussion of the data analyses conducted on this topic in this chapter.
Just as the last chapter critically examined one of the most robust findings in
eriminology—the supposed invanance in the age-crime relationship, here the relationship
batween past and subscquent criminal activity (another robust finding in criminology)
will be explored. As Brame et al. (1999: 600) note:

The strong positive association bebween past and subsequent

criminal offending 1s one of the most agreed, vet lzast well

understood facts about law brezking behavior. Individuals

who have offended in the past are most likely to offend in

the future. There is littfe doubt or ambiguity about the

validity of this claim. SUff, it is not clear why this

asseciation erists (emphasis added}.
In other words, the fact that there is a positive association between criminal offending at
two {or more) points in time is really not in questton; what is at issue, however, 13 the
ctiniogical significance of this association. As presented m explicit detai] in Chapter 2,
there are three broad etialogical expositions that assert unique altemative explanations for
this recurrently documented positive assoctation: (1) population heterogeneiiy; (2} state
dependence; and (3) dual taxonomy “mixed” theories of crime,

Gottfredsen and Hirschi’s (1990)% general theory of crime asseris that the

association between past subsequent cominal activities is spuriously due 1o popuiation
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heterogeneity in the propensity to offend. Alter properly controlling for individual
differences in the propensity to commit criminal acts, the association between these
variables shauld be reduced to the immediate region of the null hypothesis--zero. In the
absence of proper controls for individual differences, the association between past and
subsequent coiminal activities cxists because those with hugh criminal propensity
consistently offend in adjacent measurement periods, which naturally (and spuriousiy)
induces an association between criminal offending at any two poiats in time.

Sampson and Laub’s (1993} theory of ape-graded infonnal social control was
described as an example of the state dependence explanation of the association of past
and subsequent criminal activity.! Sampson and Laub’s theory posits that there will be a
significant positive association between past and subsequent critninal activity, even after
controtling for persistent differences in the propensity to offend, because criminal activity
serves to “knife off" opporiunities {or prosecial activities and makes continuing in a
lifestyle of crime more likely. Stated differently, comumitiing crimes {and being armested)
has deleterious consequences on the “local life circumstances™ of an offender, thereby
making future ¢rime more likely (Horney et al. 19935).

Finally, Meffitt’s (1993) dual taxonomy theory was used as an example of a
theory that incorporates both the popalation heterogeneity and state dependence
arguments into its theoretical exposition. According to Moffitt, the theorelical
framework governing the criminal behavior of the “life-course-persistent” offender is a

static population heterogencity process that has run its course by the end of childhood,

' As reviewed in Chapter 2, the theery of Sampson and Laub £1993) is not a "pure” state dependence theory
bevause they do recognize the empunical and thearelical importance of individual differsnces m srinunal
propensity. However, the mzjar theoretizal sirust sf their arguceent (s a siate dependence @xplanation.
which is why we heve chacacterized it os such in this study
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whereas the state dependence explanation govemns the offending patterns of a different
adolescent-limited” group of offenders. Afier empirically separating the two distinct
groups, researchers should find: (1) ne relationship (or a severely reduced effect at most)
between past and subsequent offending within the life-course-persistent grovp (penods of
cnminal activity are fallowed by Further cmminal acts merely because of their time
invariant high-levels of criminal propensity), and {2} a strong, positive association
between the offending patterns in the adolescent-limited group (there is a strong ceawsal,
state dependence eflect resuliing from the positive reinforcement contingencies of
achieving mature status with the eriminat acts). Of course the resuits prasenled in the last
chapter cast emprrical doubt on the ¢aims that (1) there are only two offender groups m
the population, and {2) that there is a group of offenders who commit eriminal acts
persistently acrass the entire life course. But still, an adolescent-timited group of
offenders was found in afl threc of our samples, and thus the empirical question of the
importance of the relationship of past to subsequent camipal offendirg within the
adolescent-limited group is still a significant issue deserving of empirical investigation.
The results we present in this chapter to our knowledge, represent the first empirical
attempt to examing the prominence of state dependence processes within a group of
offenders shawn to have acted 1n an adelescent-limited pattern,

Qur review of the extant literature on this topic in chapter 3 indicated that there
are severd] current limitations in the previous literature highlizhting the need for
additional anzlyses such as that undertaken here. There were bwo key limitations pointed
out in Chapter 3. First, there are questions regarding the validity of the observed state
dependence effects identified in prior stadies dus to the possiole consequences of
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violations in the assumptions of the statistical models employed in these prior studies.
Second, therz are also questions regarding whether population heterogeneity processes
“rute the day™ in high-risk samples such as those employed in our study.

In view of these two key limitations in previcus research, we now present a series
of analyses that aim to address whether there are any state dependence effects within the
three samples of what can only be described as “very high-risk™ offenders docwnented by
the evidence of offending patterns presented in Chapter 6. The fact that we have “very
high-risk"” sampies allows us lo examine the presence of state dependence effscts within
this segment of the offender population. In addition, the application of several different
analytical methods allows us to assess whether the results are robust to the specific
analytical approach employed to contrel for persistent individual differences.

This chapter has three main sections, with one main section of results dedicated to
each of the three release samplas. In this chapter we employ the use of the mulhmethod
approach of Bushway et al. (1999}, which is esscntially the “compare and contrast
strategy” recommended by Heckman and Singer {1984). Mare specifically, we will test
the robustness of any observed effect of past and subszequent eriminal behavior by
employing several different methods of analysis,

As described in the fina! section of Chapter 5, we underiake [ive stages of
analysis for cach release sample. In the first stage, we employ the usc of the Poiszon
finite mixture models to estimate the magnitude of the state dependence parameter while
nonparametrically controfling for the unobserved heterogeneity, Stage two contains a
presentation of the results from the parametne random e{fects model, where the
unobserved heterogeneity 15 assumed to follow a specific parametnc distnibution {the beta
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disinbution} and where the age parameters are assumed to apply equally to all
mmdividuals. In stage three, we incorporate the [atent class indicators from the results
presented in Chapter 7 in order to address two guestions, First, does the set of latent class
indicators remave the presence of unobserved heterogeneity? This question will be
answered by comparing the results of the parametric random effects mode] that includes
the latent class indicators to the results of the NB | mode) with the latent class indicators.
Second, does allowing the csiimatss of the age parameters to vary over the latent classes
improve the estimation of the state dependence parameter? Stage four examines the
effect of the state dependence parameter estimate calculated within each of the latent
classes by themselves. Qur analyses conclude with stage five, in which we exaniine
whether (1) the efTects observed in this study wouid have changed if only the post-release
arrest data were available and (2) if there are any covaniates significantly related to the
post-release arrest rates, net of the effects of unobserved heterogenetty, The results of
our analyses will be presented separately for the 1981-82 sample, the 1986-87 sample,
and finally for the 1991-92 sample, respectively. It bears repeating that differentiating
state dependence processes from population heterogeneity processes with respect to the
relationship between past and subsequert criminal activity is a methodologically
complicated task, a point that should not be underemphasized (Nagin and Paternoster

20007, We have included technical comments and footnotes when necessary and relevant

in the remaining portions of this chapter,




RESULTS FOR THE 1581-82 SAMPLE

For the 1981-82 sample, we descnbe each analytical stage in detail as well as the
rationale behind its use. The analyses that will follow for the 1986-87 and 1991-92
sammples are mere replications of the same analyucal processes employed here for the

1981-82 sample, and thus will not described in the same detal.

Stage One—The Semiparametric Mixed Poisson Model

We begin our analyses by employing the semiparametric mixed Poisson model of
Nagin and Land {1993; Land and Nagin 1996, Land et al. 1996, Ivagin 1999). Again, this
model controls for pemsistent individual differences through the nonparametric “points of
support™ approach, The cml}f. assumption this model makes with respect to the distribution
of unobserved heterogeneity is that it can be approximated usiag a discrete, multinomiai
distribution. The random effecis, in other words, are assumed to have been drawn from
F=1,2,3, .., Jdiscrete groups. This model 1s an excellent model to begin the
presentation of results for two reasons. First, a model with one point of support
corresponds, in fact, to a standard Peisson mede! that assumes no stechastic vanation and
no unobserved heterogeneity, and thus provides an excellent baseline model for
subscquent comparisons. Second, by specifyving models with increasing numbers of
points of support, we can numerically observe the effects that improved control for
urobserved heterogenesity has on the various magnitudes of the state dependence effects.
For example, we can compare the estimated state dependence effect in a two points of

supporl mode! (or 2-class model} with {he estimate from a three points of support {or 3-

class) mode].
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The specification used 1n the semiparametric models in this chapter is similar to
the specification of these models employed in Chapter 7, with the exception that the
modei specifications in this chapter also include a binary indicator of armest in the prior

period, { arr,_ }. The formal specification employed in this chapleris:

n{r) )= (B, + &, )+ {(age, 110)*B7 )+ ({(ageﬁ)ﬂﬂﬂ}*ﬁ;g) tar*6,. )

Tthus specification allows for both latent class-specific (or group-specific) intercepts and
age coefficients, but the effect of the regression coefficient that estimales the state

dependence reiationship between the binary variable {indicating arrest in the prior penod)
and the mean offending rate in the current penod, cenoted as ﬁzm in equation (1) above,

was constrained to be equal across the latent classes. This assumplion 1s relaxed 1n stage
four below.

The same process for fitting and testing the semiparametric mixed Poisson mods!
with varying numbers of “points of support” described in Chapter 7 was aiso employed
here. This model-fitting process uses both the BIC statistic and the testing for
glabal/local solutions. The testing for local/global solutions was identical to that used in
Chapter 7. Models with more than one solution {i.e., loval solutions) were identified
through this extensive model testing procedure and removed from consideration.

Similar to the resuits presented in Chapter 7, the 7-class and §-class models in the
1931.32 sample were again prone to local solutions that varied frem onc solution to

another. The 6-class model, hawever, generated the same unique solution ali ten times it




was estimaled. Further, and as shown in Table 8.1, the 6-class mode! had the largest BIC

value, and thus this model was determined to be the model with the optimal number of

latent classes. The G-class madel had a BIC value of -72391.62, whereas the BIC value ;
for the 5-class model was only -72670.64. However, since interest in this chapter also

lies in changes in the magnitude of the state dependence coefficient, we also present the

solutions for all the models up through the 6-class model in Table 8.1, Thus, the optimal

number of atent classes in this chapter was used to end the presentation of model results

(i.e., resulls from the 7-class solutions are not presented}, rather than to present only the

solutions from that model.

Table 8.1 presents the results of the 1- through 6-class semiparametric mixed

-

Poisson models. Interest here focuses exclusively on the regression coefficient, B,

found in the row identified as, “Arr.;.” This estimate represents the state dependence
relationship between the binary variable indicating arrest in the prior period {ary,_, ) and
the mean offending rale in the current period {age). The first column wn Table 8.1
contains the parameter estimates from the {-class model. The estimate of the state
dependence parameter was 0.857, which was highly signiticant with a t-statistic of 86.28
{which supports the fifth hypothesis of this study).® Again, this model comespends to a

standard Poisson regression model with no stochastic variation and under the assumption

* For comparative purposes, a (-siatistic value of 1.96 is significant at the 03 level, 2 value of 2 3515
significant at the .31 level, end a value of 3 30 is siznedicant at the .01, These values { 05, 01, pod 601}
are the conventinmal “evels of significance”™ ws2d 0 most smpiricai research,
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Table 8.1. Investigation of State Dependence Effects with Semiparametric Random
¥ ffects Poisson Model: 1981-52 Sample (N = 1989; Panel Observations = 60433)

i ] 3 4 5 [
ERandoem Elfects - -
Class] L2978 2mE -31.867 -4 0% -4.936 -4 663
{74.55} {60.35) (45,50} {39.5M (3309} [13.58)
Class 1 -3.540 2291 <3523 -2.756 2343
{1381} {36.26) {22.81] {3217} {30.13}
Clags 3 - -15.22% -3.067 -5.603 5,374
{24 .63) {26.9%) [26.68) [23.23)
Clzss 4 - -14 353 -9 289 F21.247
{18.71) (2333) (21.79)
Class 3 --- em .- e -3.771 -3 8dd
(2939 {14.55)
Class o - -1.4688
{28.173
Apc Effects
Class | Ape 230 2.6ad s 1,962 KRR ANG
(64.71) (37.98) (43,78} {36.41) (3a.T1 {33.39)
Class | Ape-Squared -0.383 -0.377 -0.9213 -(.842 .84 0766
(67.92) {58.4K) (d2.41} {35.31) 13433} {32.99)
Class 2 Ape 5.943 2.623 4,059 067 1.103
(34.88) (3937 {24.41) {36.27) (34.635)
Class 2 Age-Squared -1L.B5T -0.544 -1.083 3752 -1.762
{13.77) {3990} [23.03] [17.43) (3607
Clase 3 Ape - 19354 2,764 6.430 221
[23.65) {3297} (27,90 [25.06}
Class 3 Age-Squared .- -3.933 -0.553 -1 780 -1.322
{22.87) (35.44) {28.37) (2530}
Class 4 Age - - - 13.533 24,315 28.03]
{17.57) {22.88) [R1.67)
Class 4 Ape-Squared - - .- -5.743 SR -9.059
{16.67) {22.43) {21.29)
Clasz 5 Ags - - Jhaz 78
(2003} {12.17)
Chass & Ape-Squarad - - 1585 -1.B9&
(27513 £11.29)
Class 6 Aps - - 3127
{18.73)
Class 8 Age-Squared - - .- - 5T
(2645}
State Depen. Effects
AT 0.837 0615 0.543 am 0439 [, i
(85.28) (6l .07) (33.43) {45.30) {42.34) {38.82)
Log-Likelikoad FE225.72 0 STA155.540 -73943.40 7304713 WTRSB4GR -7230G 470
BIC BTG -F5185.92 73941 .06 73074 S726T0 G4 272391 42

Eaints of Support
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of complete homogeneity with respect to criminal propensity {(which as was already
shown in Chapter 7 to be an erroneous assumption).’

The next column n Table 8.1 presents the results from a two-class mode] that
assumes there are two tatent classes in the population. The resulting parameter estimate
:::It"thf: state dependence relationship in this model was (.618 (t-statistic = 51.07)}, which,
In comparison with the estimate from the one-class model, represents a 27.9% decrease in
the magnitude of the parameter estimate.’ The next coluiin correspands to a J-class
model (which aliows an 3 additional parameters—an 1ntercept and two additional age
paramneters), and here again there was a decling in the magnitude of the state dependence
parameler estimate from 0.518 (2-class) to 0.345 in this model. The estimate was still
highly significant in this model with an estimated t-statistic of 53.43. Allowing for four
points of supports furlher reduced the parameter estimate to 0.470 (t-statistic = 45.50),
and allowing for five points of support reduced it even further to 0.439 (t-statistic =
42 38). Lastly, the final state dependence estimats in the 1281-82 sample was 0.404

when we allowed for six points of suppon {which can be found in the last column in

Table 8.1).

* Fer comparalive purposes, we also eslimated a standard negative binomial regression model (NB ) that
at least ceamoves the assemption of a lack of stachastic vanation. Allowing for the stochastic variation
should provide a significant increasc wn the standard corors, 4 Sigmficant reduction in the comesponding -
statistics, but very little change in the magnitude of the state dependence parameter becanse individual
differences are stell 't unconttolled o this model. As expected, the parameter estimate in the NH] maodel
was 571, but the t-statistic decreascd to 58,80 duc w the substantial increase in the standard emvors m thus
medel.

* Idealiy, ene woutd like to conduct a formal statistical test concerning whether the difference s equal to
Howaver, sipee the staeisncal theory underlying such a test presumes that the samples on wliza the
parameier estunates acs cabeulaed are indspendent, there 15 ne (ommael st avilable (Patemosier eral.
1995 The problem s that the covariance between the two estimaled coelMeents 15 onknows and :Lcunnot
Be assumed w be zera (singe the samples on witich 1hey are poth eshmated ars the exact same samples)
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Three items at this point are {mpodiant to note. First the state dependence
pacameter is positive, and well above zero even in the 6-class model. The positive
parameter estimate in the final model indicates that even afler controlling persistent
individual differences (throngh the points of support approach), individuals who were
arrested at a prior age had a higher mean number of arrest charges at the next age in
comparison with the individuals who were not arrested at the immedialely pnior age,
Second, the state dependence parameter estimate is not only postiive, but it 18 still highly
sigmificant with an associated t-value of 3882 in the 6-class model. In other words,
having been arrested at a prior age sigmificanty increased the rate of eriminal activity at
the next age, a finding that {s entirely consistent with the state dependence position of
Sampson and Laub (1993} and incompatible with the pure population heterogeneity
explanation espoused by Gottfredson and Hirschi (1990). This result supports the
seventh hypothesis examined in this study, and refutes our sixth hypothesis. Third,
controlting for persistent individual differences was critical in terms of calcutating the
precise numericak estimate of the state dependence parameter. In the standard Poisson
model {1 poiat of support model), the parameter estimate was 0.86, whereas controlling
for the sienificant individual differences reduced this estimate to 0.40, wiich amounts to
a 53% reduction in the absolute magnitude of the effect. Clearly, the results for the 1981-
82 sample derived from this mode! fend support to the “mixed” model approach used o
explain the relationship between past and subsequent criminal activity. Both population
heterogeneity and state dependence explanations appear to make significant contributions

toward 2xplaining the relationzhip between criminal offending at two age periods.
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As noted in Chapter 7, the semiparametric mixed Poisson mode! contains a
number of nonlinear terms that make it difficult to substantively interpret the parameter
estimtates from this model. To ald in understanding the substantive inponance of the
state dependence parameter estimate in the 6-class model found in Table 8.1, we
venerated predicted arrest trajectones [or two of the latent classes in this mede], Figure
$.1 presenls the predicted offending trajectories for the first and fourth latent classes in
the 6-class medel in Table 8.1. This figure contains six predicted trajectories, three for
each class. Two of the trajectories represent the predicted trajectories for each of the two
fatent classes that were presented in Chapter 7 in which there was no covariate in the
model indicating arrest at the prior age (these two trajectories are labeled “INo Amest
Covariate” in Figure $.1).° The other two trajectories for each latent class that are
presented in Figure 8.1 represent the predicted mean arrest charge for cases who (1) were
artested at the prior age (labeled “Arrested™ 1n Figure 8.1} and (2} were not arrested at the
prior age {labeled “Not Amested”). The two trajectories “borrowed™ from the results
presented in Chapter 7 lie in between the other two trajectories for each latent class
because the effect of having been amested at a prior age was “averaged™ out in the model
presented in Chapter 7 (which did not have a covariate controlling for this elfect).

Nonetheless, the important point of Figure 8.1 is that not only 15 there a

statistically significant difference between the mean arrest rates of those who were and

* These twa predicied tajectories are the exact wajectories presended in Chapter 7. Note that i Chapter 7
the adelescent-peaked trujectory in the 1931-82 sample was [abeled “LCS” beeause it was the latent class
thit ranked 5 m arevalence  This adelescent peaked trajectory in this chapter was the fourth latent class in
Table B.1 because o ranked 4" (n prevaleace {i.e., with respect 1o how many people are sstimated to belong

o the laen class). Lo Coapier 7, L5 had 213 cases (10.81%) assigned o it whersas in the 6-class
made, of Tahle & L, the adolescent peaked eroup had 272 cases [11%) assigned ot The 7 additianal
Ca5Es weie £nowth fo make o rank foarth in prevalencs.
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were not ammested at a prior age (i.e., the difference is not zero}, but maore importantly
there is a substantively imporiant difference in their mean offending rates as well. For
example, for the adolescent-linured trajectory in Figure 3.1, there is a difference (betwuen
those who were and were not arresied at the prior age) of about 0.75 arrest charges (on
average) between the ages of 15 and 18, Again, recatl that the descriptive presentation of
the arrest histories of these individuals in Chapter & indicated that over half of ail of their
arrest charges were for serious criminal oflenscs, and thus this difference 1s substlantively
meaningful. The majority of the criminal offenses for which these individuals were
arrested were not trivial matters, and thus differences bebween nean offending rates have
extremcly important implications in terms of the societal costs.

Before moving on to stage two of the analysis, it 15 interesting to note that the
decrease in the magnitude of the state dependence parameter estimate that occurs with
each additional poiat of support became smaller as we added additional points of support
to the model. For example, the addition of a second class resulted 1n a decrease of .239
in the state dependence parameter estimate {i.e., 0.857 - 0.618 =0.239), whereas going
from the 3-class model to 2 4-class model resulted 1n a decrease of 0.075, and going from
a 5- 1o 6-class model resulted in a change of only 0.033 in the parameter estimate. These
results are entirely consistent with how the “'peint of suppon™ methods approximate the
mixing distribution. Eventually the extraction of an additional point of support results in
two or more of the points of support becoming sirilar, which is what eventually results
in the model failing to reach convergence (or leading to local solutions with weak
wdzntification). blathematically, the new additional point of support becoimes too sumilar

10 one uf the other points of support, and this causes the mode! o “blow-up™ hecausy the
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Hessian matrix becomes singular (i.e., two columns of the matrix are linearly dependent)
and cannot be inverted.® Substantively, however, the fact thal the change m the state
dependence paramecter estimate became smaller as the ligher-order points of suppornt
were added to the model was a clear indication that the heterogeneity in the mixing

distnbution was accurately approximated with the finite number of points of support.

Stage Two-—The Parametric Random Effects Negmive Binomial Mod:l
Attention is now turned toward the typical approach employed in previous
research to control for individual differences—the parametnc random eftects modei. In

this stage, we employ the use of the parametrie random effects negative hinomial model

and estimate the following model:

in{h, ) =B, +{(age, 10)* By, )+ llege 100} | +{arn, *B0, )+ @)

* Wedel and Kamakoura (1998} tound that this 1s also one of she principai causes of iocal soindivns. The
lecat seluton models d:ffer from non-convergence madels in that the Jocz] solution madels are sull abde to
obiain estmates (Le., the Hessian matnix can stll be inverted and standard erroes can still be caloulated),
bur they indicare a "weak identification” of the mods! since the "points of suppart” are not clearly separated
or well-defined. Indeed, vur investigation of the Jacal seluwians in the release samples analyzed in this
chapter wdicated that this is whal was preciscly veeurring in these cases. The local solutions were "weakly
identitied” meaning that 1wo or more of the points of support were not very different from ore another. Io
these locz! solutions, the mode] was still ahle to invert the Hassian matrix becawse the columns of tis
rmatniy et oot so linzarly dependent as to cause the detersiunant of the matrix to begome zero {which
resulis in the masrie being uninvertible) 1735 importand to note that in these “local solutzon” models. the
estimate of the state dependence parameler hoversd o the gengral viciaity of the estumated parameter
cattmate from the &-class model. This lends fusther support o the conglusion that the 6-¢lazs models
desoribed in s chapter are sufficient to account for the distibunion of unobserved Releropenry
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Again, we are interested in the regression coefficient, B _» that estimates the state

af,
dependence relationship between the binary vanable indicating arrest in the prior penod

{arr,_ ) and the mean offending rate. Unlike the semiparametns model, this model

assumes the distribution of unobserved heterogeneity follows a very specific,
mathematically tractable parametric distribution, which in the current model 1s the beta
distnbution. To the degree that the unobserved he.‘:arogeneity is distributed} in the
population according to the assumed distribution, the random effects model is more
efficient than the semiparametric model. The randem effects models have arguably been
used more frequently to control for unobserved heterogeneity because these models have
been readily available in canned software packages commonly used by social scientists
{e.g., SAS, Stata, LIMDEP}. The complexity of the finite mixture models and a lack of
avatlable software have certainly limited the use of these models to control for
unobserved hetercgeneity. Here we will compare the estimates of the state dependence
effect from this model using the parametric specification of the unobserved heterogeneity
to those obtained in the first stage using the nonparametric specification of the random
effects.

The results from the random effects negative binomial model are found in the fimst
column of Table 8.2 (under the Model 1| column heading). This model involves the
estimation of four regression coefficienis—an intercept, age, age-squared, and the state
dependence paramater. To test for the presence of significant unobserved heterogeneity,

we performed a “boundary-value likelihood ratio™ that compares the random cifects

negaiive binomial model against the NB1 negative binemnial model (Gutierrez et al.
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Table $.2. Investigation of State Dependence Effects with Parametric
Random Effects & NB] Negative Binomial Models: 1981-82 Sample

trladet
1 2 3 4
Cveral] Intercept -3.834 -4.590 -3.9%3 -17.569
{65.13) (G370 {€0.36) {23.94)
Latent Class Indicators
L 0.553 0.553 15.1909
(16.11 (16,10} {17.45)
L2 - 1.023 14123 t4E73
{29.31) {29.91) {1978}
LC3 - 0.543 0,543 12.913
(13.28) (1338 f17.01)
LCd 0493 1493 10.472
f10.45] {10.45) {12.57)
LCa 1.1583 1.16% 13.875
(32.40) (32.40) (13.21)
Aga Llects
Az 2.792 2,956 2.956 73.49Q
(4927} {32.313 (32.51) (24,367
Age 5q .6d3 -0.678 -0.673 -7.549
{50.88) [54.14) {3413} {24.55)
LCL*® Age -198T
{20.44)
LCY* Age-Squared 0797
{22.09)
LTI * Age - - -20.245
{20.93)
LC2 * Age-Squared e 6.763
(22.00
LO3 ™ g - --- - 7.959
(15.43)
LC3 * Age-Squared --- 6.055
(19.59)
LC4* Age 17299
{16.84)
L4 * Age-Squared - - 6.060
{19.06)
LCA ™ Age S2.09!
[20.687)
LC & * Ane-Squared -- 6902
(22.41)
State Depen. Effccts
Arr, 0,770 0e15 el nag2
(48.67) (40.57) (40,573 (27.27)
Ancillary Parameters
Infr} 2.627 13,903
In{ 5% 3123 [ G.4%5 -
In alpha } .- 0,598 0473
Log-LLikeliloed SB3T00 5T -B2157.278 S5IE3TA0S O97Y 658

Mote: Absoluls values of [-statistcs are sn parentheses Latent class indicator
wariahles are from the results presenied n Chaptar &
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2001), which is the nested model of the random effects negative binomial moded.” This

statistical test, which tests the significance of the » and s ancillary parameters, resulted in
a xl wvalue of 351.28 (p-value = 0.000), which clearly indicates the presence of

significant unobserved heterogeneity. The estimate of the state dependence effect in the
random effects model was 0.770 (t-statistic = 48.67), which is considerably larger in
magnitude than the estimate {rom the semiparametric modesl. In fact, this estimate from
the random effects medel is nearly twice as large in magmtude. Although, it should be
noted that both medels are compatible in the sense that they each indicate a positive,
significant, and substantively important effect of having been arrested at the prnor age on
the mean offending rate at the subsequent age. Still, there is a large discrepancy in the
effect between the two models, which indicates a need for additional methods of
calculating the estimate of this parameler in order to test its methedological robustness.
In the third stage of this analysis, we use a method of calculating the state dependence

parameter that has not previously been utilized in the empirical literature.

Stage Three-—Encorporating Latent Class fodicator Yariables
In the this stage, we employ the use of both the random effects negative binomial
mode] and the standard negative binomial model, and estimate both of these models using

the following specification:

? Simrelar to the discussion of testing [he negative binomual model against the Poissen model, the nuli
hrpothesis here concerning the absence of individual-speeific effects is also or the boundary of the
purarmerer space. The null hypothesis, a,=0, is on the boundary of the parameter space because there can be
o obsence of individual-leval effecrs, kit thev cannot bs negative. Therefore, the appropriate stabistical test
13 3 boundary-value [ikebihaed ratio test (Selfand Liang 1987, Gutiemrer et al. 2041). As shown by Self

and Lizng {19E7), this rest statistec is a 50 30 mizture I:;(,E, yof {i] a chi-square distnbution with a powrt
mass at zeva { ) ) 2nd {2) a chi-squace distribution with 1 degree of freedom | ,:‘l 3
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mix, ) =B, +Xouiey + ((age, 110)*B,,.)
+ ([(age:; )HD{‘J)“‘ ﬁw, ) + (arr,_, “Bo, )+ £

&)
where X ., is a matrix of binary vanables indicating latent class membership (with the
adolescent-limited group, denoted as LCS in Chapter 7, used as the reference group) and
B isacolumn vector of regression coefficients for the latent class indicators.

The latent class indicator variables employed in this stage of the analysis are from

the results of the semiparametric mixed Poisson models that were presented in Chapter 7.

These latent class variables are not from the results presented in stage one of this chapter

{(i.e., Table 8.1). This stage of analysis allows us to address two previvusly unanswered
questions raised earlier. First, does including the set of binary latent class indicator
variables remove the underlying uncbserved hetercgensity that was found in the random
effects model Just presented in stage two? Second, this stage of the analysis addresses
whether the state dependence effects uncovered in stage two over-estimates the genuing
state dependence e(Tect because the age effects in the random effects modet were
controtled through the use of only twe parameters that are assumed to be commoen to all
individuals in the sample. The reader will recall that in Chapter 7 it waus determined that
allowing the age parameters to vary over the latent classes resulted ina significant
improvement to the model fit. This indicates that all individuais 10 the sampie do not
follow the same trajectory of offending across the age distribution. Bushway et al. {999}

found that models that allowed for “time trend” or age effects significantly reduced the
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effect of the state dependence variable, but the authors did not test to determine if tt was
also sensitive SO as to allow the age parameters to vary over the latent classes.
Presumably, the under-estimation of the age effects among the most frequent otfenders
will cause an over-estiination in the state dependence parameter becausc the state
dependence parameter will then naturally absorb the “unaccounted for” age effects,
Modet 2 of Table 8.2 presents the results of fitting a random effect negative
binomial model with 5 latent class indicator variables included in the spacification—the
adolescent-limited group, denoted as LC35 in Chapter 7, was used as the omitted reference
group. To test for the presence of significant unobserved heterogeneity in this model, we
again performed a “boundary-value” likelihood ratio test that compares the tog-likelihood
value from this model against the log-likelihood value of the NB1 negative binomial
model (which is negative binomial model with constant dispersion}. This statistical test

resulted in a 2, value of 0.0 (p-value = 1.000), which indicates that the log-likelihood of

the randem effects model identically matched the log-likelihood from the NB1 negative
binomial model, and more importantly, clearly indicates a lack af individual-level
heterogeneity. For comparative purposes, we prescnt the estimates from the NB1
negative binomial model in the Model 3 column of Table 8.2, In bath of these models,
one can sea that {(with the exception of the overall intercepl teom) all of the parameter
estimates presented in Models 2 and 3 of Table 8.2 are identical, indicating that the
individual-specific effects have been removed through the incorporation of the 5 latent
class indicator variables., [mporantiy, note that the t-statistics for the jatent ¢lass
indicator variables are all highly significant, indicating that there are highly significant

differetices in the meun offending rates of the 5 lateat classes and the omitted relerence
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group, the adelescent-limited group. With respect to the state dependence vanable
indicating an arrest at the prior age, the resulting parameter estimate in Mode] 3 (which is
identical in Modei 2 as well) was 0.615 (t-statistic = 40.57). Thus, the parameter estimate
from the NE [ model with the latent class indicator variables is smmaller than the estimate
from the random effects model presented in Model T of Table 3.2, but it stili 1s much
larger than the estimate that resilted from the senuparametric model.

The NB1 model presented in Modei 4 of Table 8.2 adds 10 parameters to the
specification of the NB1 model presented in Mode! 3.} These additional parameters,
which are interaction variables beiween each of the latent class indicator variables and
the two age vaniables, allow each latent class to have its own set of regression cosilicicnts
for the ape parameters. The overall age parameters (the “Age™ and “Age- Squared”
variables in Table §.2) now represent the age parameters for the omitted reference group,
the adolescent-limited (LCS) group. The latent class * age interaction variables in Model
4 represent the latent class-specific age coefficients {expressed in termns of deviations
from the age coefficients of the omitted group, the adoicscent-limited group). Ail of the
latent class * age interaction vanables were highly sigmficant, indicating that that age
coefficients for each of the latent class variables were significantly dilferent from the age
coeflicients of the adolescent-limited group. The latent class indicater variables were
also stl! highly significant in Maodel 4.

More imporiantly, however, the state dependence parameter estimate recovered in

Model 4 is almost identical in magnitude to the paranieler est:mate from the

¥ The NB1 standard negatve binomial model wis employed here because the comparison of Modets 2 and
T ndiceted a compiet lack of wdividual-specife effects once the letent ¢lass wndicators are inciuded in the

specificanion Since the NE1 medel is a much simpler medel in companson with the random eifects
werson, tha B mede| s used for ddodel 4
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semitparametnc mixed Poisson model. The estimate in Model 4 of Table 8.2 was 0.402,
whereas it was 0,404 in the 6-class model of Table 8.1. Thus, afier accounting for the
latent class-specific effects of the age coeflicients, we were able to nearly recover the
dentical parameter estimates of the state dependence effect. Thus, had we simply
applied the random effects estimator and not accounted for class-specilic termporal shifls
in the mean offending rate, we would have signilicantly over-estirnated the magnitude of
the state dependence parameter by almost twice its estimated value, As Bushway et al.
{1999: 53} note, “clearly, then, it is possible for very general temperal shilts in the
probability of offending activity to masquerade as genulne state dependence effects.” We
would further add that not only do general temporal shifts masquerade as state

dependence effects, but so too do group-specific shifls.

Stage Four—Latent Class-Specific Models

In this analytical stape, we estimate separate NB 1 negalive binomial models on
each latent class by itself.® The results presented up to this point have relied on a single
estimate of the state dependence parameter, but for both theoretical and mathematical
rcasons, it is possible that the estimates calculated so far are not representative of the state
dependence relationships within each latent cluss itself. Mathematically, the results
caleulated so far may simply be an “average” estimate that may refiect large effects in

some latent classes and smallfnonexistent effects in other latent classes. Recall that the

* These NEB 1 mudels wers tested against the parametric random cffects negatin e binomial mode!s using the
houndary-value bikelihoud ratio ests. [ all & of the medals, the null hypothesis of ge individual -level

. .. . . a
effects could not be rejectad. Similar fo the resilts described in stage three, the resclnng x5, was squal to

GO0 wnall 6 wss (p-velue=1.00), which indicates that the tog-likelihnad values for the MO 1 model (which
lorores indracdual differences) were all identical t the log-likelihood values of the random effects models.
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dual taxonomy theory of Moffitt {1993) specifically hypothesizes the state dependence
effects vary over her two hypothetically discrete offender groups, with an especially
promounced effect predicted to occur among the adolescent-limited group and a muted or
non-existent effecl proposed among the life-course-persistent group that is dominated by
a static etioiogical explanation. Sampson and Laub’s (1993) theory, on the other hand,
does not hypothesize that the state dependence process only affects specific types of
offenders, but rather their general theory (i.e., same causal structure is at work for all
mndividuals) speeifies that the state dependence process should be found 1n all latent
classes. According to Sampson and Laub, the state dependence proeess is unconditional,
whereas it 15 a conditional process according to Mollitt. OF course, the effect does not
causally exist in any latent class according to the theory of Gottiredson and Hirschi
{1990).

By estimating models on each latent class separately, we are able to test for
differential effects of the state dependence vanable within each ofthe latent classes. The
spectlication for this stage will be identical to the specification noted above in the second
stage of analysis, and will include the following covariates: age, age-squared, and the
binary indicator of arrest at the previous age. In other words, it s identical to the
specificalion of equation (2), €xcept here the standard nezative binomial mode! is used
and it 15 estimated for each latent class separately (see footnote 9). Again, the latent
classes in Table 8.3 are from the analyses presented in Chapter 7, and are not the latent
classes presentzd in Table 8.1 in this chapter. In Chapter 7, we presented results that
indicated the fifth latent ¢lass, "LC37, inthe 1981-52 sample clearly offended (n an

adelesceni-lirnited fashion. Further, we also saw that "LCE™ and “LO2 " wera the




Tahle 8.3, Investigation of State Dependence Effects with NB1 Negative Binomial
Models: 1981-B2 Sample, Latent Class-Specific Models

Latent Class
(o LC3 L€a LC3 L.Cé
Overall Intercept A6y T 283 T 493 ~7454 7733 3879

{36.79) (23.90) {311.77} (1967} (22.04} (23.71)
Age Elfects

Age 3.731 1270 5472 6.149 23.630 3323
(32.69) (3143 (32.01 {16.61) (22.23) (21.19)
Age-Squared 0,754 0.776 1471 -1.472 -7.586 0.624

f31.85) {32.66) {33.77) (1700 [22.59) (2177}
State Depen. Effects

AL 0.383 0.365 0.433 0.508 0.599 G437
(13.58) £13.47 {12.71) {6.08) (5,13} {1179

Ancillary Parameters

Iaf alpha} 0.247 0.597 0.466 Gh74 0414 0.691

Log-Likelihood S13809.220 1797052 -11667.37  -3i331.097  -3043.438F -9043.430

M [Panel) 16293 12123 12341 7673 3977 IR

N (Observations) 519 403 414 244 2t5 154

Mote: Absolite valucs of t-statistics are 1a parentheses. The & latent classes are trom the resolts
presented in Chapter 6.
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“highest rate” offenders, with an average of 44.10 and 36.35 arrest charges, respectively.
LC4 had the lowest offending rate, and had, on average, a later age of onset (according to
their amrest histories) in comparison with the other latent classes, but their offending did
extend into the early thirties {albeit at a comparatively low-rate). The results of the latent
class-specific models are presented in Table 8.3,

Overall, the results in Takle 8.3 clearly speak to the robustness of the estimated
state dependence effect caloulated within each latent class in the 1981-82 sample. In all
of the latent classes, the estimate is positive, significant, and substantively large,
Furthermore, the estimates in all of the latent classes were generally in the immediate
region of the overall parameter estimate {(0.40) recovered in the 6-class model of Table
8.1 and Model 4 of Table §.2. The largest cffect estimated in any of the samples was in
the fourth fatent class, LC4, In this latent class, the estimated state dependence parameter
was 0.508. The latent class with the iowest rale was L2 (parameter estimate= 1.365; t-
statistic=13.47),

Indecd, there is not even a hierarchical ranking of the magnitude of the state
dependence parameter according to the rate or “style™ of offending. The lowest rate
latent class, LC4 had the fargest parameter estimate, but the latent class with the highest
rate of offending (LC6) had the second largest parameter estimate (0.437). The
parameter estimate for the adolescent-fimited group was nearly identical to the overall
estimnate presented in Tables 8.7 and 8.2, and was very close in magnitude to the effect
catculated in the first latent class, LC1. A test of signuficant differences between each of

the parameter estimates failed to gencrate any sepport for the hypothesis of differential
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elfects across the latent classes.'” Instcad, the overall estimate scems to accurately

represent all of the latent classes in the 1981-82 sample. These results are compatible

with the asserlions of Sampsoen and Laub {1993), run counter to the expectations of \
Mothitt (1993}, and do not support the erghth hypothesis {Hz) examined in this study.

The adolescent-limited group had 2 state dependence parameter estimate that was both

very similar to the overall estimate and to the estimates calculated in the other latent

classes as well.

Stage Iive—Post-Release Data Only

[n the fifth and [inal analytical stage [or the 1981-82 sample, we estimate moedels
employing both the random effects negative binomial modet and the standard negative
binomial model, but here we only employ the post-release arrest data (n generating the
dependent variable of the models. We also include covariates identitying the
theoretically relevant characteristics of wards (e.g., gang member, drug abuser) in the
model. These results allow us to test the sensitivity of the results and ask the following
two questions: {1} would the conclusions of this study have been any different had only
the post-release amest data been avatlable for composing the dependent variable? (2} Are
there any covariates significantly related to their post-release offending rate? Asguably,

the datasets employed in this study are not typical of those commeonly available to

" The method used hers 1o test for significant differences between two coefficients is descrined in Clogg et
al. (1993), Brame €t al. (1998), and Paernoster et al. [1998). The test statistic ts calcuiated as

UI__E]J

z= = = . Bonftronrt adjustments were applisd when caleulating the p-values 1o
(£, + (sE(8, )Y

ad:ust for the facs the multiple comparsens were being made. The same method of testing For significaat

defferences heta=gs the latent-ciass speeific state dependence eshimates 15 emploved tn ihe analvscs of bath

the 1986-37 and 19%:-02 samplas
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researchers in the field of criminotogy given the extended length of Gme over which these
three samples are followed. Therefore, an tnteresting q-uestian cancemns what, i1f any,
differences would have resulted if we only had access to the post-release data. \
Furthenmore, given that covariates were measured on the cases regarding their
characteristics as of the time of the sample stay (i.e., before being released into the post-
peried), using the post-rzlease data only allows us to include a set of eovariates into the
models to see what vanables, net of control for uncbserved heterogeneity, are prediclive
of their post-release offerding rates. The analytical stage proceeds in two sections. First,
we ignore ihe available covartates and estimate models Like those presented in Table 8.2.
These results pertaining to this section of the chapter are presented in Table 8 4. Second,
we include the covariates in the mode] specifications. These results periaining to this
section of the chapter are presented in Table §.3.

The results of four models are presented in Table 8.4, Maodel 1 of Table 8.4 is a
standard NBI negative binomial model that completely ignores individual differences in
the propensity to offend. Other than the fact that this estimate 13 [rom a negative
binomial model rather than a Poisson medel, the state dependence parameter estimale
presented in the first colurmnn of Table 8.4 is comparable to the 1-class parameter estimale
presented in Table 8.1.1" The estimate presented in Moded 1 in Table 8.4 {0.847) is

nearly identical in magnitude to the cstimate presentad in the 1-class model of Table 8.1

"' The parameter estmare Suectly comgarable to the L-class medel would be caleulated using a standard
Polsson model. We re-estimated Model 1 of Table 3.4 using a standazd Poisson model. The correspunding
estimats for e state Sependencs wariable o the Poisson muodel wos 0 362 {i-sistiane = §9.37) Goven e
gverdispersion i the data and e teet that neither the standard Poisson nor standard negative binomazl
medels accaunt Jor individua| differences, these r2sults wese enlirely expecied. Thae paramele: 25birmates
should bove bern nearly enbcat o both models [Le. azither contrels fug incividual-speciiic efiects),
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(0.857). Model 2 of Table §.4 presents the estimates from a random eflects negative
binomial model applied to the post-release data of the 1981-82 sample. This model 1s
directly comparable to Model | of Table 8.2 The state delpfmdence parameter estimate
presented in Model 2 (0.491) is much smaller in magnitude than the comparable
parameter estimate found in Model 1 of Tuble 8.2 {0.770). However, it was still positive
and highly significant {t-statistic = 24.15). Model 3 of Table 8.4 is directly comparable to
Model 3 in Table 8.2.'% The state dependaﬁce parameter estimate ot the Model 3 in Table
8.4 was (.41 5, whereas the comparable estimate using the full set of available data points
was 0.615. Finally, Model 4 of Table 8.4 15 directly compatable to Mode] 4 of Table 8 2,
and onee again we [ind that the parameter estimate using only the post-refease data
(0.316) was smaller in magnitude than the estimate using the full analytical dataset
covering the entire available age distribution {0.402}.

However, taken in their entirety, the results presented in Table 8.4 (using only the
post-release data) produced findings strikingly simtlar to those making use of the full
period of coverage. The state dependence parameter was still positive and highly
significant, and furthermore, contrelling for individual differences in criminal propensity
significantly reduced the magnitude of the coefficient (e.g., compare Model | o Model

4)."* These were the same results we observed when analyzing all of the available data.

the srandard ecrors of the negative binomual mode| should have been farger (Lo, effects of acuouating for

the stochasnic overdispersion).
'2 Estimating the comparable model to Model 2 of Table 8.2 oroduced a salution identical wo Mode! 3 of

Table §.4. Again, the latent class sndicatars accounted for the unobserved helerogereity.

" OFf course, in reality, if one only had data on the post-release comunal acuvity of the cases, only Models |
and 2 of Table §.4 would be possibie to eslimate. The data used to derive the latent classes (in Chapre: 7)
that were used i Maodels 3 and 4 of Table 8 4 also included (he pre.relezse darta.
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Table 8.4. lnvestigation of State Dependence Effects With Parametric

Random Effects & NDB1 Negative Binomial Models:

1981-82 Sample, Post-Release Data Only

Madil
1 F] 1 4
Owerall Lntercept 1352 1774 -3.894 -30.268
{557} (853 (17.76} (4.5%)
Latent Class [ndicators
LCl . -~ 2.11) 254537
(26,76} {3.8%)
LC2 o= — 2478 6,968
{31110 {409
L3 - - 1,726 26.33%
(21.33) {4.01)
L4 -- --- 0.567 27,143
(6.0 {4.03)
£.C6 -- - 2.907 LR |
(36.08) (407}
Age Effects
AgC 02?5 1.124 1.56] il96s
(6.16) (8.41) (10.07) {4.86}
Ape 30 D27 -.343 0584 -5.705
(9.38) (11.92% (13.54) {3.21;
LC1 * Age -25 484
{4.32)
LCI * Age-Sguared - - --- 4041
(.91
FCZ2 * Age - —a -25.746
{4.36}
LC2* Age-Souared -es 7979
(4.87)
LC3* Age - - 28044
{4.25)
LC3 * Age-Squared e - 7630
(4.65)
LC4* Ape -- - - 30,182
(4.53)
LC4 * Asc-Squared e - o= 8.210
{4.593)
LCG * Age -- 20016
{4.42)
LC 6 * Ape-Squared - - - 5.130
{299}
State Depen. Effects 0§47 0,491 0415 N.1i4
AT, (46.47) (24.15) {22.4%) (1723
Ancillary Parameters
Ing 1} 1.30%
g s b 1,297
tn{ alpha ) 0566 f1.462 3411
Log-likelihood -39538 8346 -38038.350 37233864 S36300.537
™ {Panel) 37247 34z 37247 27247
™ [Cpservations) 1985 |95 1989 L9g9

Tare. Absolalte vaiues of -slatistics ale n parentagses. valem <lass indicator

varianics are fram the resulls presented in Chapter 4.
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Tahle 8.5 also presents 4 models, and they are directly comparable to the four
models presented in Table 8.4, only here we add in the measured covanates into the
specifications. The *Set of Control Variables™ included in each of the medels presented
in Table 8.5 are the precise vanables found in the models presented in Table 8.4, Thus,
the control vanables for Model 1 of Table 8.5 are age and age-squared, which are the two
additional covariates found in Model 1 of Table 8 4.

Model 1 of Table 8.5 is a standard NB1 negative binomial that has no controls for
unobserved individual differences. The enly individual differences included in this
model are the measured individual differences captured through the use of the covariates
included in the model specification. Brefly, according to Model | of Table 3.5, the
covariaies that were found to be positively and sigmificantly related to the arrest rate in
the post-refease peried (found in bold type in Table §.5) were African-American
ethnicity, Hispanic ethnicity, sibling cominality, ineffective parental control, drug abuse,
gang member, schiool dropout, Juvenile court commitment, and the DDMS infraction rale
while incarcerated in the CY A, Three vanables were found to be significantly and
negativelv related to the arest rate—I[rst commitment, violent comunitment offense, and
cornmitment from Los Angeles County. Thus, it appezrs [rom Model 1 that there were a
number of covanates significantly related to the arrest rate in the post-relcase period.
[ndeed, some of these vanables such as drug shuse, school dropowt, and gang
membership could be interpreted as indicators of “state dependence” ~—e.g. being a
schoel dropout increases the odds of criminal activity because it cuts off opportunities for
cenventional, prosocial activities. However, Gottfredson and Hirschi (1990) have argued
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Table 8.5. Investigation of Subject Characteristic Effects With Farametric Randem

Effects & NB1 Negative Binomial Models: 1981-82 Sample,
Pgst-Release Data Only

tladel
1 I 3 T
Overal Intercept -1.387 <1943 s -30.09¢
(645} {(9.00) (1747 (4,37
Sel of Control Yuriables A A B c
Bt kgroond/CYA ¥ars,
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(1317} (1121} 16.06) (6.06)
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{4.d42) {392 (3.2 (34
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(260} {2.08) {0.0%) (.09}
Hegleer -1.041 034 0.0404 n.004
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Contral D043 0063 £.033 n.037T
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Abuse G024 ;015 0.069 nals
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{0.58) (0.2} (OLEN {0,549
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(2.54) [[.73) ([.14] (114}
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(3.52) {3.09) (029} (0.36}
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(2.22) e Ln (1.25) (0.15)
Fust Coaeme. -0.183 -0.207 030 0,030
(8.4%) (5.99) {143} (L.auy
Cornrn. O Viel. 0121 0130 0033 -0.03%
[6.15) {4311 .87} {2.08)
Los Angles -0.183 0025 -.045 00643
(321} (0.74] (2.2 (2.1
Intraction R 0197 G137 -0.006 -.007
[2.23] (1.3 [0.08) [0.Nk)
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ATT 0,795 0.476 B.404 0.307
{4308) [23.43) {11.88) [16.63)
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that individuals self-select experiences that are consistent with their level of criminal
propensity (i.e., self-contrel). Thus, individuals who have high criminal propensity also
will likely drop out of scheol, join a gang, and abuse drugs. This argument is 1dentical to
the one explaining why there is an association between pnor cuiminal offending and
subsequent criminal offending. This association exists because the covarates are all
simply proxy variables for a person’s criminal propeusity. In other words, to show that
ihese variables have a nor-spurious significant etfect on the post-release arrest ralg, we
need to control for unobserved individual differences in criminal propensity. If
Gottfredson and Hirschi are correct in their seif-selection argument, these covanales
should become non-significant after controlling for persistent individual differences.
Models 2 through 4 contral for individual differences. Model 2 controls for
individual differences through the use of the random effects estimator, whereas Models 3
and 4 (which are both NB1 negative binomial models} employ the latent class indicator
variables. Given the assumption of the random effects model that all of the covaniates
included in the medel are uncorrelated with the random effect {which is necessary in
order to identify the random effects), Models 3 and 4 appear to offer the most compelling
test of the sienificance of these covarates alter controfling for individual differences. As
indicated in both Models 3 and 4, most of the variabies that were found to be significant
in Model 1 were no longer found to be significant covariates. The only “state
dependence’ variable that maintained its stalistical significance after controlling for
individual differences in the propensity to offend was the gang member covarate. In
other words, afier controlling for individual differences in the propensity to offend, fow
variables were significantly related to the pest-release arest rates of these wards. This
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caonclusion is vastly different from what would have been obtained if we had used Models
1 or 2 of Table 8.5. Once again, controlling for persistent individual differences is
critical for obtaining accurate estimates of the magnitude and significance of a given
covariate,

Willi reapect to the estimates of the state dependence variable found in Table 8.5,
we find the resulis are virtually identical to those presentsd in Table 8 4. In other words,
controlling for measured individual differences does not have any significant effect on

the state derendence estimates,

RESULTS FOR THE 1986-87 SAMPLE
Attention is now tumed to analysis of the data for the 1986-87 release sampie.
The five stage analytical approach undertaken here for this data set is identical to the

approach presented above for the 1981-82 sample.

Stape One—The Semiparametric NMixed Poisson Model

We start again with a presentation of the results from the semiparametric mixed
Poisson model. The same process described above for fitting and testing the
semiparametric mixed Poisson medel with varying numbers of “points of suppont™ was
also undertaken here. This model fitting process employed the use of both the BIC
statistic and testing for globa! sclutions.

The local solution testing that was completed for the 1986-87 sample indicated
that both the 7-class and 8-class models were again prone to mulbtipie local solutions that
varied from one solution to anotner. Similar te the results for the 1981-82 sample, the -
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class model generated the same unique solution all ten times this mode! was estimated.
Furthermore, and as shown in Table 8.6, the 6-class model had the [argest BIC value (L.e.,
least negative vatue), and thus the 6-class model was chosen as the modei with the
optimal number of latent classes. The 6-class model had a BIC valus of 4772316,
whereas the BIC value for the 5-class model was only 4737492, Agzain, since interest
in this chapter also focuses on changes in the size of the state dependence coeflicient, the
solutions for all models up through the &-class model are presented in Table 8.6.

Table 8.6 presents the results for the 1- through the 6-class semiparametric mixed
Poisson madels. The first column in Table 8.6 contains the 1-class semiparametric
mixed Poisson model, which again 1s equivalent to the estimation of a standard Poisson
regression model that makes no allowances for either stochastic variation or individual
differences. The estimale of the stale dependence pararneter in the |-class model that
assumes complete homogeneity was 0.619."* This estimate was highly significant with a
t-statistic calculated at & value of 51.58 (which supports hypothesis 5 of this study}. The
next column allows for two latent classes in the population, and here we lind that this
simple adjustment makes a large impact on the estimate of the state dependence
parameter. In the 2-class model, the estimate of the state dependence parameter was
reduced to 0.411 {t-statistic = 33.80). Allowing for another additional point of support,
further reduced the state dependence parameter estimate to 0.345 (t-statistic = 27 98).
Next, allowing for four points of supports reduced the estimate to 0.293 (t-statistic =

23.92), while ailowing for five points of suppon reduced it to .266 {t-staustic = 21.37).

" The comparable siz dependence estimate for the NET mode| was 0645 (tetatnine = 3231}
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Table 8.6. Investizgation of State Dependence Effects with Semiparametric Random
Eifects Poisson Model: 1986-87 Sampte (N = 1 143; Panel Cbservations =37390)
Foinfs of Support

1 1 3 E] E] [
Random Effects -
Clagsl -3.953 -3 %98 T TRS -5 857 -5 922 =79l
{6941 £33.39) £33.40) 3707 (30.54) (117
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Finally, the sixth point of support reduced the state dependence parameter estimate to its
final value of 0.245 {t-statistic = 151“.18]'.15

Thus, accounting for the persistent individual differences in the 1950-87 sample
by allowing for 6 points of suppont and class-specific age parameters reduced the
magnitude of the $tate dependence parameter estimate from 0.619 (1-class model) to
0.243 (6-class model). This amownts to about a $0% reduction in the abselute size of the
state dependence parameter. Yet, even after accounting for persisizat individaeal
differences, thers was stilt a highly significant positive effect (which refutes the sixth
hypethesis and supports our seventh hypothesis of this study).

To aid in the substantive interpretation of this parameter estimate, we predicted
the arrest trajectory for the sixth latent class. This latent elass is the same latent class
labeled “LC&" in the 1986-37 results presented in Chapter 7—this group had the highest
arrest charge total of any group and averaged over 30 total arrest charges. ‘We have also
inclwded the predicted trajectory for this group that was generated in Chapter 7 with no
control for arrest status at the prior age (labeled as “No Arrest Control” in Figure 3.2).
{Once again, the “No Arrest Control” trajectory (extracted from the resulis in Chapter 7)
falls in between the estimated arrest rate for the cases that were not arrested at the pitor
age {“Not Arrested”} and the estimated rate for the cases that were arrested at the priot
eue (“Amested”). Al the peak of their predicted offending rate, the cases that had been
arrested at the prior age were estimated to be arrested for, on average, an extra (.75 armest

charges. Thus. even though the size of the state dependence parameter estimate

B The estmates of the sdae dependence purameter in the local solution models of both the 7-class and 8-
class models mevd Poisson madel had ihe value of the gorametsr hovering ai just ebove around .23
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decreased by over 60% afler controlling for persistent indjvidual differences in enminal
propensity, the remaining parameter estimate still had a significant substantive
implication for the arrest rates ofthe cases, Again, since these individuals are
consistently amrested for serious offenses, we would argue that the state dependence
parameter estimate in the G-class meodel still implies a substantively impornant differeice
even though the magnitude of the cffect was mueh smaller than was estimated in tlte
madel with no control for persistent individuai differences.

Simllar to the results generated for the 1981-82 sample, the results in the 1986-87
sample from the semiparametric mixed Poisson model clearly support the “mixed”
pesition. There was significant population heterogeneily in the propensity to commul
criminal acts, and accounting for these individual differences was imporiant for
calcufating the magnitude of the state dependence parameter. Yel, even after controlling
for the unobserved heterogeneity in the propensity 1o commit criminal acts, there was still
a significant, positive, and substantively important relationship between the mean
offending rate at a given age and whether an individual was arrested at the prior age. As
shawn in Figure 8.2 for one of the latent classes, individuals arrested at a prior apge had 2
significantly higher mean arresl rate at the current age. Also, sinular to the 198182
results, the addition of a second latenl class 1o the model (or 4 second point of support}
had the largest effect on the reduction of the magnitude of the state dependence effect (a
decrease of 0.208), whereas the change that resulted from adding another pount of suppon

to the 5 point of support model was considerably smaller {a reduction of 0.021; Le.,

0.266-0.245 = 0.021).
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Stage Two—The Parametric Random Effects Negative Dinomial Model

In this stage we present the resuits from the parametric random effcets negative
binomial model and compare the estimate of the state dependence parameter in this
mode] with the estimale from the sermparametric mixed Poisson model. Model 1in
Table 8.7 contains the resulting parameter estimates from the application of this medel to
the 1936-87 release sample. Before discussing the results with respect to the state
dependence parameter estimate, we note that the boundary-value likelinood catio test for
the presence of significant unobserved heterogeneity (thar tests the significance of the »
and s ancillary parameters) resuited in a 5. value of 96.84 (p-value = (.000). This
finding mdicates the presence of sigmificant unobserved heterogeneity in the data. The
estimate af the state dependence parameter in the parametric random effects model (with
only 2 single set of age parameters) is found in the first column of Table 8.7, As reported
in Table 8.7, the state dependence estimate in this model was 9.598, which was nearly
identical in magnitude to the estimate generated 1n the I-class semiparametnc {Poissen)
model that has no controls for persistent individual differerices. Thus, as with the earlier
sample, the random effects model for the 1986-87 data also significantly over-estimates
the state dependence parameter in comparison with the final estimate we arrived at in the
6-class semiparametric model (which was 0,245}, Comparing the estimate of the state
dependence parameter in the paramelnic model to the estimate in the 6-class
semiparametric model, we see the parametric model's estimate is nearly twice as large.

This 15 a very karge discrepancy between the estimates of these two madels.
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Table 8.7. Investigﬁtian of State Dependence Effcets with Parametric
Random Effects & NB1 Nepative Binomial Models: 1386-8§7 Sample

tviodel
1 2 k] 9
Owerall Intercept -4.753 -3. 726 -3.09] 21.033
[57.64) (62.91) (56.07) {2093
Laient Class Indicators
LCl - 0,534 0.334 13.375
{12.82) (12.82) (13.03)
LC2 n-- 0.753 07153 16.131
(1820} CIR.20) {13.83)
LC3 - t.068 1.068 | 7938
(25.1%) (25.15) (17.65)
LCS - 1273 1.273 14.420
(2970 (29,70} Ciw DI}
LCs — 1.247 1.247 17.022
{28.73) {28.75) {16.60)
Age Effects
Age 4014 4246 4.6 271401
(4632} {4944} (4944} (217
Age Sg -0.933 -1.037 -1.637 -5.57
(46.62) {49.76) {49.76) (21.30)
LCL ™ Age - - -13.663
(14.37)
LCI * Ape-Squared - - 6300
{15.52)
LC2* Age - -22.798
{17.6%)
LCZ * Age-Squared “=s s 7.636
(18.91)
LC3 ™ Ape - - - -23.193
{1798}
LT3 * Age-Sguared . --- 7.495
(18.53)
LCS* Age - - -l12.914
{15.34)
LCS * Age-Squared - .- 6.843
(16.88}
LCE * Age -- -23.534
{18.20}
LC 8 * Age-Squared .- == - 7.877
(19.48)
State Depen. Effects
Arm,, 0.598 0.465 0.46% (248
(3T (25,79} (2529} £13.90)
Ancillary Parameters
Infr) 1254 15.742 -
In{s} 3.870 16377
In{ atpha } - 0.635 0627
Loz-Likelihood 41852752 -41055.3407 -1 10355306 15098

Naote: Abstlute values of t-statistics are in parenthoses. Latent class wndicator
variables are from the results presented in Chapter 6
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Stage Three—Incorporating Latent Class Indicator Variables

In the this stage, we again employ the use of the random effects and standard
{NB1) negative binomial models, and build on the model spectfication used tn Model |
of Table §.7. Model 2 in Table 8.7 (s a parametric random effects model that aiso
includes a set of binary latent class indicaiors. Model 3 15 the NP1 negative binamial
mode! (that does not include 1ndividual specific effects as in Model 2}, The [atent ciass
indicator vanables employed in Models 2 through 4 of this stage are from the resuits of
the semiparametric mixed Poisson models presented in Chapter 7. The adolescent-
limited group, denoted as LC4 in the Chapter 7 analyses of the 1986-37 data, was used as
the ormttted reierence group in these models,

Comparing the results of Models 2 and 3 in Table 8.7, we find that the iwo

models generate identical parameter estimates and solutions. The boundary-value
likelihood ratio test comparing these two models generates a 5, value of 0.001 (p-value

= 1.000), which indicates that including just the set of five binary indicators removed the
presence of significant unobscrved hetcrogeneity (which was previously found to be
significant in stage two). The state dependence parameter estitnate in MModel 3 was
0).465, which is smaller than the estimate from the parametnc random effects model
presented in Model 1 of Table 8.7, but is still much larger than the estimate that we
arrived at in the 6-class finite mixture model ((.245), Thus, while the indicator variables
do remove the presence of significant individual-level heterogeneitly, the indicator
variables by themselves do not allow for the recovery of the same parameter cstimate

found i the G-class mixture model.




In Model 4 of Table 8.7, we next added a set of interaction varables between the
latant class indicator variables and the age and age-squared vanables to the model. In
this part of the analysis, we are interested in determining whether the state dependence
effects uncovered in stage two is over-estimared because the age effects in the random
eflecls model (Model 2) were contralled through the use of only two paraimeters assurned
to be common lo all individuals in the sample. In the analyses of the 1986-87 data found
in Chapter 7, 1l was determined that allowing the age parameters to vary over the latent
classes resulted in a highly significant improvement to the model fit. This was an
indication that all individuals in the 1986-87 sample do not follow the same trajectory of
offending across the age distribution. Our presumption is that the under-estimation of the
age effecls among the most frequent offenders will cause an over-estimation in the state
dependence parameter. We believe this will occur because this parameter will absorb the
unaccounted for “age effects™ in the most “active™ latent classes.

The NB1 model presented in Model 4 of Table 8.7 adds 10 parameters to the
specification of the NB1 model found in Model 3. These additional parameters allow
each latent class to have its own set of regression coeflficients for the age parameters.
Thus, il the gverestimation of the state dependence parameter is a consequence of
erroneously modeling the age effects with enly two parameter estintates, we should find a
state dependence estimate in Model 4 that is similar ta the point estimate found in the 6-
class semiparametric model. The parameter estimates for this model are found in the
fourth nurmerical column of Table §.7. First, notz that all of the latent class * ags
interaction varables in Maodel 4 were highly significant, which indicates that the

offending trajectorizs of ihese 3 latent classes were significantly different from the
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offending trajectory of the adolescent-fimited group. Again, all of the latent class
indicator variables were also stifl highly significant in Model 4.

More important for our concerns here though, allowing fer latent class-specific
age paramelers resulted in the successful recovery of essentially the exact same state
dependence parameter estimate found in the semiparametnc mixed Poisson model in
Table 8.6. The state dependerce parameler estmate in Model 4 of Tatle 8.7 was 0.248,
whereas the estimate found in the 6-class model of Table 8.6 was 0.245. Identical to the
previous findings in the 1981-82 sample, we find once again that the calculation of the
estimate of the state dependence parameter in the 1936-87 sample is very sensitive o the
accurate estimation of the “age effects” in these data. Clearly, upaccounted for age

effects in the data masquerade as indicators of genuine state dependence.

Stape Four—Latent Class-Specilic Models

Next, We present Lhe results from the models estimated on each latent class by
ihemselves. Again, the purpose of estimating these models is to examine whether the
overall cstimate of the state dependence effect is rellective of the state dependence
relationship within & given latent class. Recall, that one of the main theoretical reasons
for estimating the state dependence effect within the latent classes was to determine 1f (1}
the adolescent-limited group had a much larger state dependence cffect and (2) if there
was & minimal state dependence effect in the “lifc-coursz persistent™ group. In Chapter 7,
the adolescent-limited group was the fourth latent class, and hence it was labeled “LC4."
The two classes with the highest arrest rates were the fifih and sixth latent classes

{averaging 36.2 and 35,9 arrest charges respectively). The fifth latent class had a higher




and earlier peak rate of offending (3 artest charges at about age 20), whereas the sixth
latent class did not reach their peak age of offending until their late twenties (where il
peaked at about 2 arrest charges). The results of estimating NB1 negative binomial
models on each of the latent classes separately are found in Table 8 8.*

As depicted in Table 8.8, the estimated state dependence effects were positive in
all six of the latent classes, however, in the fifih latent class, the estimate was not
statistically significant at the 0.05 level (t-statistic = 1.81; p-value = 0.070}. This Jatent
class represented just under 12% of the sample, and thus a significant, positive state
dependence elTect was estimated in the latent classes representing over 88% of the 1936-
87 release sample. For the first three latent classes, the estimated state dependence
. relationships ranged from 0.229 to 0.269 and were very similar to the overal! effect of
0.245. For the fourth and sixth Iatent classes, the estimated state dependence
relationships were of a slightly greater magnitude (both estimated at just over 0.38). The
95% confidence intervals for the state dependence parameter estimates of these two latent
classes, however, both overlapped with the 95% confidence intervals for the first three
latent classes. [ndeed, a test of significant differences between the parameter estimates of
the tweo latent classes with the largest efficts and the parameter estimates of the [irst three
groups {which had smaller estimates) failed to reject the null hypothesis indicating no
differences. In other words, taking inte account sampling variation, the hypothesis that

the five significant state dependence coeflicients were not significantly different from

" [ an identical linding to the 198182 sample, the boundary-value likelihood ratio tests of these NB1
madels against the parametric random effect models (which allow for individual-level effects) resuited ina

failure 1o reject the null hypothesis of oo individual-leved effects for 21l six Jarent classes, The value of }:;1
i1 all six of the tests was =qual to G.00 (p-value=1.00), which indicates that the log-likeithood values for the
WB1 maodel {which iznores individual differences) were all wdentical to the log-likelihood values of the
racdem effecis modeis
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Table 8.8. Investigation of State Dependence Effects with NB1 Negative Binomial
Models: 1986-87 Sample, Latent Class-Specific Medels

~ Latent Class
LCT Lc: LC3 LC4 LCS __LCs
Overall [ntercept 21803 -1.G31 23094 =20 238 -6 717 -3 836

(33.93) (25.07) {15.62) [13.54) {27,133 (17.58)
Age Effects

Age 8.573 431 1918 26.046 T415 3394
{33.58) (25.55) {20.50} {19.01) {25.24) (1699}
Age-3quared -2.300 -(1.938 -LO7E -5.253 -1.774 0664

{34.26} {24.57) (2161} {19.263 (29,19} (1525
State Depen. Effects

ATy 0229 0259 0235 0386 0.0%0 0328
{5.95) (7.3 {5.76) (5.0¢} (1.8 (8.24)

Ancillzary Parameters

I alphaj 0228 0.341 0518 0555 0713 0.69%

Log-Likelihood -8708.972 5389148 7153637 -23T569%  -6178.24)  -5611.288

I {Panel) 10207 9063 5328 4a1u 4316 3543

™ {Observatigns) 398 333 21 132 170 143

ole. ADsolule vaIUes of L-stalistics are i parenthescs., Latent class indicator variables are Irom
the results presented in Chapter 6.




cne armth_er could not be rejected. Taken as a whole, and with the exception of the one
latent class with a non-significant positive ¢[fect, the overall state dependence effect
seemed to accurately represent the vast majority of the latent classes in the sample. Thus,
the results for the 1936-87 sample also refute Moffitt's hypothesis that the state
dependence efTects are much greater in the adolescent peaked {or adolescent-limited)

offender group relative to the life-course-persistent group (hypothesis eight of this study).

Stage Five—Post-Release Data Only

In the last stage of analysis for the 1986-87 sample, we limit the analyses to using
dependent vanables constructed from only the data jo the post-release penod and include
covanates indicating e background characteristics of the cases to sec if any of the
covariates are predictive of the posi-release arrest rate. Limiting the analyses to
dependent variables compiled only from the post-release data allows for sensitivity
anal yses to determine whether the conclusions of the study would have changed had the
available data only covered a much more limited age range.

The results of the sensitivity analyses are presented in first four models of Table
8.9. Model 1 of Table £.9 is a standard NB1 negative binomial modet that completely
ignores individual differences in the propensity to offend. The state dependence
parameter estimate presented in the first column of Table §.9 is comparable to the 1-class
parameler estimate presented in Tzble 8.6, and we see ligre that the estimate is of a

simmilar magnitude to the one presented in Table §.6 (0.663 versus 0.619).°" The next

"7 The parameter estimate directly comparable to the |-class modu] would be calculated wsing a stendard
Poisson model, We re-estimated Model | of Table 5 9 vsing a standard Parsson model. The correspuading
¢stimate for the state dependence variable in the Poisson model was 0.67H (-statistic = 42.25).
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Table 8.9. Investizgation of State Dependence Effects With Parametric

Random Effects & NB1 Negative Binomial Madels:

1986-87 Sample, Post-Release Diata Only

Model
L . 3 4
Qverall Intercept 2343 -3.173 -5.566 -23.335
(5.18) (2.35) {14.43) {3.12)
Latent Ciass Indicators
LCI - L.714 [5.[86
{17.78) (2.01)
LC2 --- .- 2357 15,333
(23.31) (2,11
LC3 -—- 2.333 19.599
' {21.25) (2.64)
LS -—r - 2883 14.% 56
{28.84) (].96)
LC6 3.025 13.697
§30.23}) {1.52)
Ape Effects
Age 2.15¢ 2622 3.0%6 24458
{7.06} 887} L1045 $3.15)
Age Sq -0.533 -0.648 0739 -5.73%
{(9.11) (15.00) (12.77} (3.50)
LC! * Age -16.336
(2.22)
LCI * Age-Squared — - 4,689
(2.63)
LC2 * Asc -18.656
(2.55}
LC2 * Age-Squarcd - 5.604
[3.13)
LCY * Age 20,849
(2.54)
LT} " Age-Squared —- 5819
(228}
LC5* Age -—- -15.832
{2.1e}
LCS * Ape-Squared 4.734
{2.8%9)
LCé * Age --- --- -16.508
£2.31)
EC 6 * Age-Squared 5360
¢3.02)
Srate Depen, Effects
AT, 0663 n.416 0.293 0141
(27.56) {15.4%) (12133 (5.97)
Ancillary Parameters
tn{r} - L334 - -
tni 5] 1,767
[n{ alpha 0.744 - 3527 0.423 -
Log-Likelihaod 17953843 -227332sf 0 21637142 -21507.500
M {Panel) 200590 20650 2009 26Aa590
w {Observations} 1443 1443 1443 1443

~alE, Absolule values of t-statishics ars i parentheses Latent class inuicnnor

variables are from the results presented in Chapler 6.
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maodel in Table 8.9 (denoted as WModel 2} presents the estimates from a random effects
negative binomiat model applied to the post-release data of the [586-87 sample. This
model is directly comparable to Model  of Table 8.7. The state dependence parameter
estimate in Modet 2 here was 0.418, which 15 stnaller than the estimate found tn Model 1
of Table 8.7 (0.598), However, the estimate from Model 2 in Table 5.9 was still positive
and highly significant (t-statistic = [5.49), which (s consistent with the resulis presanted
earlier in Table 8.7 where the entice set of available data points was used to construc, the
dependent variable.

The next model depicted in Table 8.9, Model 3, is directly cornparable to Model 3
of Table 8.7, and the state dependence parameter estimate in this model was estimated at
0.293.'* The comparable estimate from the modet making full use of all available data
points was 0,465, Note that we are consistently linding a marginally smaller estimate of
the state dependence estimate when we only use the more limited time period covered in
the post-retease data. Finally, the last model found in Table 8.9 is directly comparable to
*Model 4 of Table 8.7. Again we find that the parameter estimate using only the post-
release data {estimate = 0. 144) was smaller in magnitude than was the estimate using the
full analytical datasel covering the entire avatlable age distribution (0.245). However, 1t
was still positive and significantly related to the mean rate of offending, even if the
relationship was not as strong with this mere limited set of data.

When viewed in their entirety, thus far, the results depicted in Table 5.7 (using

only the post-release data) have produced findings consistent with those we arrived at

" Estimanng the comparable model to Model 2 of Tabls 8.7 .., 2 random 2ffzcts model witk the lasent
cinsy indicators) produced 2 seluhien WZentical to Model 2 of Takle 5.9,
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when making use of data covering a more extended period of time. The state dependence
parameter in the last column of Table 8.7 was still positive and highly significant.
Furthemmore, controlling for individual differences in cniminal propensity and difTerences
in the age parameters significantly reduced the magnitude of the state dependence
coefficient (e.g., 0.663 in Model 1 1o 0.144 [n Model 4)."°

The iast set of resuits for the 1936-87 sample are presented in Table §.10. In
these medels we simply add the backgrourd characteristics to the specifications used n
the models found in Tahle 8 9. Iaterest in this table concerns whather any covariates are
significantly related to the post-release arres( rale, especially afler controlling for
unobserved helerogeneity. Model 1 of Table $.10 is the “nalve” model, which assumes
that there are no individual differences in the propensity to comunit cominal acts, In this
model, the following covariates were significantly related to the post-release amrest rate
{they are in bold type in Table 810} African American ethnieity, Hispanic ethnicity,
parcritat alcohol/drug dependence, drug abuse, school dropout, juvenile court
commitment, first commitment, coming from Los Angeles County, and the DDMS
infraction rate. Model 2, which is a random effects pegative binomial model, essentially
leaves the results from Model | vnchanged. The randem effects model assumes that the
random cffects (which are mathematically pulled out of the likelihood expression} are
uncorrelated with the included covaniates, a scenario that 15 inconsistent with the theory
af Gottfredson and Hirschi (i.c., those with high criminal propensity should be mare

likely to be drug abusers, ganz members, and school dropouts), As shown by Brame et

" 0F course, 1! one only had data on te posl-release trminal activiny of the cases, we could not have
astimated Model 3 or Model 4 of Table 8.9 becaase the pre-refesse amest data was wsed 1o derive the latzm
classes n Chapee 7o
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Table 8.10. Investigation of Subject Characteristic EfTects With Parametric Random
Effects & NB1 Negative Binomial Models: 1986-87 Sample,
Post-Release Data Only

Modcel
H 1 E] 4
Overall Intercepd -4 0TS -3.040 5,340 -33.4210 i
(370} (7.92) {15.69) (3.14%
Set of Contrat Variables A A B C
Backpgraund/CYA Vars.
African Ameriezn 0247 0.290 0.114 106
{6.99) (6.29) (2.43) {3.23}
Hispanic 0.132 152 Q063 G058
(3.73) (3.25) [1.83) {1.73
Other Ethaieity D136 a.mi (21 (D34
(067} {10} {12467 {063
Family Viglenes -0.052 -0.052 -h048 -0.043
{1413 (E05} {1.35} {1.24)
Far, Ale. Mg, 1.06% 0.064 0013 0016
{242} (LB {0,445} (0.5%)
Far. Crint 024 0.044 0ole 0.022
{0.83) (1.13) (039 (0.8
Sibling Crim EHE:S 0.023 2011 024
(0,74} (0.6%) [46H] {102}
Megleot 0,041 0.052 0.024 0.330
(1.54) [1.44} [x91) {t.18};
Cantrof n.g0o -0.007 1018 17
(0.0ny {017} (0603 (0.58)
Abuge 0061 00251 DoNs 0.0i5
[1.743 ©{13E) {0.43} (0.45)
Sex. Abuse S06% =127 -0.074 S0.023
{0.91) {127 {1.08) (031
Brug Abuze 0.202 0.230 0051 0043
(5.33) {4.65) (1.37) (.17
Janp MemberiAss 0027 =000 -0.007 -0.004
(0.96) (0.00) 263 {15}
Scheel Evopout 0.061 G074 0.033 0.3
(2.48) (2.20} {1.47) {0.63}
Juvenite Coun -0.101 0128 -(.046 0.052
(3.31) {3.12) i1.46} (1.63)
First Cormunn. - 250 -0.28% A115 -0.0%7
{*.95} (8.41) (5.00) (320
Comm. Off Vial. B3 -0.036 0037 034
(115} (1.02% (1.44) (.33
Los Angles -0.136 0116 N.045 n.o2o
(6.5%) (315} {[.63) {0.74)
Infréction Rule 0.268h 0.269 0133 2214
(3.04) (2.19) 12.70) (2.9}
State Depen. Elfects
AR, Deiz 1 B .155 133
(25.74) {15.44) {11.78) {3.60)
Ancillarey Faramciess
lnd 1) (I
n{ s} 1264
nf atpha ) p2 e 0525 0427
Log.Likehhood Brard VL] -22034 416 CIRIZ A5 FIGAT 0db

tones. Alyoiate voice gf -sialsices in plreniheses, S8 of conlrol virsables are 25 2glhows s
Sel A Ape Ape-Squared, 5ot B Sen A - Latent Class Indicaters, Se1 C Set A + Set i
= wnlirs st ob iereatwn vinskles of she Zijent class mdicators and the ags varibles
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al. {]99{9}, if the random effects are correlated with the included covariates, the parameter
estimates of the covariates will be positively biased (and favor a rejection of the null
hypothesis). Thus, a better test makes use of the latent class indicators to control for the
unobserved heterogeneity. Moedels 3 and 4 include such indicators in the specification,
and similar to the results obtained for the 1981-82 sample, we sze that maost of the
significant covariates in Mode! | fand Maods] 2} now become insigrificant. In fact, in
these two models {Models 3 and 4), there were only 4 covaniates found (o siznificantly
relate to the post-release arrest rate: African Ameriean ethicity, first commitment,
DDMS infraction tate, and the binary indicator of anest at the immediately prior age.
The state dependence estimate in Model 4 was essentially the same as it was in Modsl 4
of Table 8.9, and thus in¢luding background characteristics in the equation did not

significantly change the estimate of the state dependence relationship.

RESULTS FOR THE 1991-92 SAMPLE

Stage One—The Semiparametric Fixed Poisson Model

The results for the 1991-22 sampie begin again with the estimation of the
semiparametnc mixed Poisson model. The same process followed in the first two
samples for fitting and testing the semiparametric mixed Poisson medel with varyng
numbers of “points of suppoen™ was also employed here with the 1991-92 sample, The
BIC statistic and testing for global solutions were again used to find the eptimal number
of components in the mixing distribution. Consistent with both the 1931-82 and 1986-87
samples, the local solution testing indicated that both the 7-ciass and E-class muodels were
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prone to multiple local solutions. The 6-class model 1n this sample also generated the
same unique solution all ten times this model was estimated. As shown in Table 8.11, the
BIC statistic also favored the 6-class model (BIC = -36533 44) over the 5-¢class mode!
{-36691.35), However, since it is important to see the changes in the size of the state
dependence coefficient as the heterogeneity distributed is beher approximated with
dditional points of suppor, the solutions for all medels up through the -class model are
presented 1n Table 8,11,

Results for the |- through f-class semiparametnic mixed Porsson models are
presented in Table 8.11. The first column in Table 8.11 contains the 1-class Poisson
model. The estimate of the state dependence parameter from the t-class model (that
assumes complete homogeneity) was 1.553, which was highly significant with a t-
statistic of 40.25 (offering support for hypothesis 1 of thus study}.m Adding an additional
point of support {(i.¢., two latent classes), we again find a large impaci on the estimate of
the state dependence parameter. [n the 2-¢class model, the estimate of the state
dependence parameter was reduced to 0,375 {I-statistic = 27.00). Allowing for 3 points
of supper reduced the state dependence parameter estimate ta 0.319 {t-stalistic = 22.79),
willle adding another point of support {4-class model) reduced the estimate to 0.262 (t-
statistic = 18.51}. With five points of suppor, the state dependence parameter estimate
was (.229 {t-statistic = 15.71), and finally, the final estimate from the six point of support

model was 0.206 (t-statistic = 14.38)."!

" The comparable state dependence estimate far the NB 1 model was 0.549 (t-statists = 16.44 ).
" The estimales of the stare depeadence paramater in e iocal solutien models of both the 7-class and 8-
cluss mpdels mixed Powsson model had the value of the parameter 2t just over 0.20
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Table 8.11. Investization of State Dependence Effects with Semiparametric Random
Effects Poisson Model: 199192 Sample (N = 1434; Panel Observations = 29383}

Fgints of Support

i ) 3 5 ~ 5 3
Rarndom Effects
Class| -&.004 -14.5233 AT -T 978 -10.74% 7T
{70.12} (32.62) (3113} {27.71] (4.44] 2139
Class 2 -3,53245 -3.582 =7.303 -5149 -17.245
{42.14) (325N {26.04) {L3.1%) i14.14)
Class & -15.908 -5.741 -17 -7.877
{1%.24} {33.54) (17.73) [29.46)
Ciass 4 - -23.443 103034 -5,
{20.37) (5.78) {15.03)
Clasg 3 —- -65.070 -38.810
£5.24} {(15.74)
Class @ --- - 4,793
{1539
Age Effects
Class | Aps §.5983 11,8953 34695 8269 12,070 73353
(65.64) {3281 [34.73) (2380} {3.72) (1354
Class | Age-Squared -1 7859 -38TL] -2.465 -2.142 -330 <1867
(55200 (31.07) (3230 (2121} {3.291 {16.24)
Class I Age 459493 5.970 0349 4758 20634
{42.34) {3350} (28. 16} (1403 13903
Class 2 Ape-Squared -1.494 -1.449 -2.788 -1.0e 4 S0 |
(4145} (32,81} {27.52) (9.8} (1330
Class 3 Apz 33,743 §.164 4362 0264
{18.5%) [34.81) (14512} (31007
Class 3 Age-Squarcd --- - 107928 -1.482 -2.174 2,445
[L7.69) (32.17) (13.96} (29.88)
Class 4 Age 32970 o928 TR0
(19.71) {5.09) {17.25)
Clags 4 Age-Squargd .- -- ass -10,433 -12.372 ~2.443
{1%.83) td.51; {18.44)
Class 5 Age u.260 52,754
(5.83) {15.54)
Class § Age-Squared - -- - - -2.5%6 -17.584
(627} {13.132)
Class & Age - - -- - - 4,385
{1461)
Class & Ape-Squared 0978
(12,63}
Etate Depen. Effects
Al 0.5513 0.37% 0319 0262 0329 0205
{d0.23) £27.00) {242.79] {14.531) (13.71) 14,38}
Lag-Likelihood S39GL26 0 3T SIFIL393 0 JJSELLA9Y 3451866 -36440.22
BIC 391153 JATA122E 0 -3T7L5Y. 4 -15889.64 36B81.35 0 -36333d4d

Pt Absoiule vales of 1-8aGsHCs are In parenthescs,
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Similar to the two previous samples, accounting for the persistent individual
differences in the 1991-92 sample significantly reduced the magnitude thiie state
dependence parameter estimate from (1.553 (1-class model} to 0.206 {6-clags model),
which is a 63% reduction in the absclute size of the state dependence parameter. But
even alter accounting for the unobserved heterogeneity {e.o., persistent individua!
differences), the state dependence parameter was still highly significant {(which refutes
hypothesis 6 and supports hypothesis 7 of this study}).

Simiiar to the analyses of Lhe two earlier samples, we also predicted an arrest
trajectory for the fourth latent class in Table 8.11 to show the substantive implications of
the state dependence estimate. This latent class corresponds to the “LC4™ latent class
presented in the results section for the 1991-92 sample in Chapter 7. As can be seenin
Figure 8.3, the estimated arrest rate at a given age for the cases that were not arrested at
the prior age (“Not Arrested™) were predicted to be sigruficantly lower than the estimated
rate for the cases that were arrested at the prior age (“Amested™). At the peak of their
predicted offending rate, the cases that had been arrested at the prior age were estimated
to be arrestzd for, on average, an additional 0.50 arrest charges. Thus, in spite of the fact
that there was a significant decrease in the state dependence parameter estimate aller
controlling for persistent individual di[ferences in criminal propensity, the remaning
parameter estimate still had a significant substantive implication for the arrest rales.

Thus, as with the earlier samples, the results generated for this 1991-92 sample
fromy the semiparametric mixed Poisson mode! also clearly support the “mixed” position,
First, there was significant population heterogeneity in the propensity to commit criminal
acts, ar! accounting for these differences was critical for estimating the geacine
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magnitude of the state dependence parameier. Second, even after controlling for the
unobserved heterogeneity in the propensity to comunit criiminal acts, there was still a
significant, positive, and substantively important relationship between the imean
ofTending rate at a given age and whether or not an individual was arrested at the prior
age. This importance of the state dependence effect (s graphically depicted in Figure 8.3,
Similar to the results for the 1981-82 and 1936-87 samples, the simple adjustment of
maving from a 1-class model to the 2-class model {in the 1991-92 sample) had the largest
effect on the reduction of the magnitude of the state dependence effect {a decrease of
0.178), whereas the change that resulted from moving from a 5-class model to a 6-class
model was considerably smaller (a reduction of 0.023). Again, the fact thal speed of
decline in the magnitude of the state dependence parameter had significantly tapered-off
was a substantive indication that the mixing distribution (1.e., distribution of unobserved
heterogeneity) was adequately approximated with 6-points of support. Most of the 7- and
8-class local solutions for this data had the state dependence parameter right at 0.20 {i.c.,

nearly identical to the (-class estimate).

Stape Two—The Parametric Randoera Effects Negative Binomial Model

Moving on to the second stage, here we present results from the parametne
random effects negative binomial model with the 1991-92 sample and again compare the
resulting estimate of this model to the estimate of the state dependence parameter
presented above in the semiparametric mixed Poisson model. The results from the

random effects model arc presented in the frst column of Table 8.12 funder Model 1) In
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Table 8.12. Investigation of State Dependence Effects with Parametric
Pandom Effects & NBI Negative Binomial Models; [991-92 Sample

Mad=l
! 2 3 4
Overall [ntercept “6.797 7622 6385 TT5IE0E
(33.25) {53.35) {53.44) (+5.30}
Latent Class Indicators
LC1 - .139 0.339 23,906
(U171} {170 (t5.27)
LCcZ - 0.347 0347 16.957
' (7.26) {7.26) {a71)
LC3 1.103 1103 24.836
23.58) (23.58) (14.62)
LCd 0.7179 0.77% 27603
{16.17) (16.17) {16.25)
LCE 1054 (R 27.744
(20.43) (20.43) (16.18)
Agc Effecty
Age G6.679 6.982 6.982 44.23)
{46.54) (49.20) (49,200 (15.7%)
AzeSg -1.7%3 -1.873 -1.873 -14.603
{4575 (48,41} (45.41) (19.34)
LCI " Age -37.304
(16,57
LC1 * Age-Squared - .- .- lZ.858
(17.45)
LC2* Age e -e- - -25.533
fre 1)
LC2* Age-Squared " - -e- ©.248
(12313
LC3* Age e - --- =34 981
{15.54)
LC3 * Ape-Squared - aan e 12.174
(16.47)
LCd* Age e - --- -37.240
(14.33}
LC4 * Age-Syuared - - 12.443
{16.79)
LC6* Age -39.522
{17.49)
L 6 * Ape-Squared - LHAZT
(13.40)
State Depen. Effects
ATy, 0.3313 0417 0417 0183
£25.08) (2002 {20.02) (9.3}
Ancillary Paramelers
laf 7 ) 4,043 15.937
lnfs ) 4.761 16.570
tn( alpha } 0.634 0.461
Log-Likehhood S3EOTZE42 -313520.064 3L320.063 SIn0Gd 253

Mote: Absoclule values of L-statishcs are in parentheses, Latent class udicator
variables are from the resuls presented in Chapter b
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this model, the boundary-value likelihood ratio test for the presence of significant

uncbserved heterogeneity (that tests the significance of the r and 5 ancillary parameters)
once again indicated the presence of significant heterogeneity { ¢, =14.34; p-value =

0.000}). Turning attention now to the estimate of the state dependence parameter in the
parameltric randem effects model (with only a single set of age parameters), we find that
he state dependence estimate in this model was 0.533. This estimate 1s nearly identical in
magnitude to the estimate generated in the 1-class semiparametric Poisson model (which
makes no corection for persistent individual dilferences). Once again we [ind that the
paramelric random effects model significantly over-estimates the state dependence
parameter in comparison with the final estimate we arrived at in the G-class
semiparametric model {which was 0.206). Indecd the estimate from the parametric
random effects model is more than twice the size of the estimate from the 6-class
semjparametric model. Again, this Is a serious discrepancy in the magnitede of the effect

and highlights Lhe critical need for the multi-method approach employed herein,

Stape Three—Incorporating Latent Class Indicator Variables

In an effort to further investigate the discrepancy between the estimates of the
state dependence parameter in the Model [ of Table 8.12 and the estimate from Lhe &-
class model in Tabie 8.11, we again employ the use of the random cffects and standard
(NB1) negative binomial medels. We build on the mode! specification used in Model 1
of Table 8.12 by including the set of binary latent class indicator variables. Model 2 in
Tabklz 8.12 is a parametric random effects modet that includes the set of bipary latent

class indicators from the results presented in Chapter 7, and Model 3 is Table 3.12 is ipe
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NB1 negative binormal model. To be consistent with the specification used in the two
earlier samplzs, the adolescent-limited group, denoted as LC5 in the Chapter 7 analyses,
was again used as the omitted reference group in these models.

Comparing the results of Models 2 and 3 in Table §.12, we again ind that the two

models produce identical solutions. A boundary-value likelihood ratio test comparing

these two models (%, value = 0.00{; p-value = 1.000) indicates that including the set of

five binary indicators removed the presence of significant unobserved helerogenetly
{whitl wes previously [ound to be significant in slage twe). Again, we find that the
models with the binary latent class indicator variables produce a smaller estimale of the
state dependence effect than does the parametric random efTects medel presented in
Model 1 of Table 8.12, The effect in Mode! 3, however, was still much larger (almaost
twice the size) than was the estimate we arrived at earlier with the 6-class finite mixtare
mode! (0.206). Thus, while the indicator variables do once again remove the presence of
significant individual-level heterogeneity, the estimate of the state dependence parameter
is still significantly larger than it should be (according to the 6-class finite mixture
model).

The specification used in Model 4 incorporates a set of inleraction vanables
between the latent class indicator variables and the age and age-squared variables. In this
part of the analysis, we are testing whether the state dependence effect uncovered in stage
two over-estimates the true state dependence effect beeause of the failure to adequately
account for the heterogeneity in the effects of the ags parameters across the latent classes,
The reader wiil recail that previously in Chapter 7 it was determuned that aliowing ihe age

paramelers to vary over the latent ciasses resulted in a significant improvement in the
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model [it. The NB1 model presented in Model 4 of Table 8.12 adds 10 paramelers to the
specification of the NBl mode! found in Model 3.

The fourth numerical column of Table £.12 contains the parameter estimates for
this model. All of the latent class * age interaction variables in Models 4 were hughly
significant, which indicates that the offending trajectories of the 5 latent classes were
significantly diflerent from the adolescent-limited group. Note the massive increase in
the log-likelihood value {+14256) that resulted from adding these ten parameters to the
model.

For the purposes of this study, however, the importance of allowing for latent
class-specific age parameters in the model is that it permits the successful recovery of a
state dependence parameter estimate similar to that found in the semipararmetric mixed
Poisson model of Table 8.11. The state dependence parameter estimate in Model 4 of
Table 812 was 0.188, whereas the estimate from the 6-class sermiparametric model {of
Table 8.11) was 0.206. In all threg samples, the caleulation of the estimate of the state
dependence parameter was extremely sensitive to the accurate estumation of the “age
effects” in the data. If the age effects are not adequately modeled, the state dependence
covanate will absorb the effects, and the state dependence effect wili appear to he

significantly larger than 1t actually is.

Stage Four—Latent Class-Specilic Models

The next stage ¢f the analyses pertains to the models estimaicd on each latent
class by themselves. Interest in these models concemns whether the overal! sstimate of
the state dependence effect is gensrallv reflecuve of the state dependence relationship
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found within each latent class. In particular, we focus on the magnitude of the effect
witiin the adolescent-limited group given the theoretical arguments of Maffitt {1993}
Recall that in Chapter 7 an adolescent-limited group was discovered in the amest data of
the 1991-92 sample—this latent class was labeled LC5 in that chapter. The two classes
with the highest arrest rates were the third and sixth latent classes. Each of these [atent
classes averaged around 27-28 arrest charges. The third latent class had an earlier and
higher peak rate of arrest, whereas the sixth latent class did not reach its peak age of
arrest until individuals were in their late twenties. The results from the NBi negative
binomial models estimated on each of the latent classes separately are found in Table
8.13.%

Asindicated in Table 8.13, the estimates of ihe state dependence effects in all six
of the latent classes were positive, but for the second latent class the estimate was not
statistically significant at the .05 level {t-satistic = [.14; p-value = 0.254). This latent
class had 344 individuals (24%) in the sample assigned to 1t, and thus a signtficant,
positive state dependence effect was estirnatad in the latent classes representing aver 73%
of the 1991-92 release sample. For the latent classes with significant positive estimates,
the values ranged from 0140 to 0.364. The two latent ciasses with the largest eslimalzs
were the fifll (0.314) and sixth {0.364) latent classes, but the Y5% confidence intervals
for the state dependence parameter estimates of these two latent classes complerely

overlapped with the 35% confidence intervals {or the other three latent classes with

* In an identical finding 1o the 1981-82 sample, the boundary-value likelthood ratie tests of these NE1
models against the paeametric random eflect models (which allow for individuat-level effects) resulted ina
failure o reject the mull hypothesis of no (ndividual-level effects for all stx larert classes. The vatue of }:f”
i 21l six of the 1ests was equat 1o 0.00 {p-value=1.00), which indicates that the log-likelihoed values for the
NB1 model (which ignoees individual dufferences) were all ideniical o the log-Ntkehibood vaiugs of the
rangdarm effects models,
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Table 8.13. Investigation of State Dependence Effects with NBI Nrgative Binomial
Models: 1991-92 Sample, Latent Class-Specilic Models
Latent Class

LC] LC2 LC3 LC4 LCs LCa

Overall Intercept T087 T C16.633 S FDVE SLes IEW
{2871 (31.74) (26.64) {19.24) (}7.69) (1397
Age Effacts

Ase 7.096 19.678 9.033 6,734 42914 4,532
(27.37) (31.85) {27.56) (19.90 (17.94) (12.77)
Age-Squared -1.759 -5.636 -2.368 -2.101 -14.199 0949

(26.17) (32.01) (27.04) (20.45) {18.15) {14,000
State Depen. Effects

AT 0140 G054 0192 0.257 0314 0.364
(3.6} {1.14y ~ {438} (515} (3.69) {5.55)

Ancillary Parameters

1nf alphal 155 0,198 0788 0.308 0.436 0,722

Log-Likelihood B193.382  -5400.409 6320795 -SLSLGIL -1772.791 -2984.297

o (Panel} fa53 6934 4598 $160 3068 2180

M [Observations) 396 344 224 211 158 1]

Note: Absolute values of 1-statistics are i parentheses.




significant estimates. Furthermnore, a test of significant differences between the
parameter estimates of each of the two latent classss with the largest effects and the
parameter esttmates of the other three groups failed to reject the null hpothesis of no
differences. Similar to the previous obtainzd results for the 1981-82 and 1986-87
samples, after making allowances for sampling variation, the hypothesis that the five
significant state dependence coefficients were all equat conld not be reiected. Excluding
the one latent ¢lass with a non-significant positive eflect, the resulls in their entirety
indicated that the overall effect seemed to accurately represent the state dependence
relationship in the vast majority of the latent classes tn the sample. The evidence here, as
in the two previous samples, refutes (he hypothesis that the state dependence sffects in
the adolescent-limited offender group are more proncunced (1.e., the cvidence refutes

hypothesis & of this study).

Stage Five—I'ost-Release Data Only

liinally, the last set of results presented in this chapter focus on the sensitivity
analyses in which we limit the investigation by using only the values of the dependent
variable from the post-release pertod. Here we examine whether anv of the background
characterishic variables are sigmificantly related 1o the post-relzase arrest rate.

Fesults for four models {where only the post-release arrest data was used (o
construct the dependent vanable) are presented in Table B.14. The first medel is a
standard NBt negative binomial model that completely ignores individual differences in
the propensity 1o offend. The state dependence parameter estimate from this model is
comparai.e to the 1-class parameter estimate presented in Table 811, Here we see inat
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Table 8.14. Investigation of State Dependence Effects With Parametric
Random Effecis & NEI Nerative Binomial Models:
19%1-92 Sample, Post-Release Data Only

Model
1 0 3 4
Overall Intercept -3.131 5203 -6.832 -i3711 i
{7.14) (3.53; (9.59) (6.52)
Latent Class Indicators
LCt ¢ 258 1.972
(3.4} (0.72)
LCZ -0.373 -7.343
(6.84) (2.0}
L3 - 0.829 -4, 104
(17.28) (1.48}
LC4 - - -2.223 -64.41%
(15.68) {2.72)
LC6 --- 1.067 -1.745
{1971} {120
Age Effects
Age 4337 5462 197 13192
{7.51% {8.53) {1097 {6.74)
Age g -1 160 -1.330 -1.531 -3.212
(8.500 (9.58) (12N (7.17)
LCL * Age -1.041
(1.33}
LCI * Ape-Squared 0.993%
{1.54}
LC2 * Age - e 3.592
{2.55)
LCZ * Ape-Squared --- - - -2 454
{315
LCY* Age - 4,101
{163}
L3 * Ape-Squarcd - - - -0.823
(1.45)
LC4 * Ape .- 71233
[2.56}
L4 * Age.Squared - - —e= -23.001
(3.06)
LC&* Age - - 0.993
(0.39)
LT & * Age.Squared - - - 0459
(0B
State Depen. Effects
Arc, 0,544 0357 0219 038
[(18.GE) (19.51) [7.28) (1.20)
Ancillary Parameters
[n{r)} -- L.790 --- e
[nf % ) .94
[ alpha ) 0.672 04l 0.30]
Log-Likelihood -E4913.943 14813791 ~1402 1308 -13618.151
™ {Fanel} 13180 L3189 13130 (315
M {Ohsereations) l434 1434 [434 1434

Mote Absolule values af -statistacs are 10 parentheses.




the estimate is of a similar magnitude to ths estimate presented in Table 3.11 (0.546
versus 0.553).% The next modei in Table 8.14 {(denoted as Model 2) presents the
estimates from a random effects negative binomtial nmodel applied to the post-release data.
The model presented earlier {using the full available data) that 15 comparable to this
particular model is Model 1 of Table 8.12. The state dependence parameter estimate 11
Model 2 here was 0.357, which 15 smaller than the estimate found in Model 1 of Table
§.12 (0.533). The substantive interpretation of this model, howaver, is identical to the
earlier model based on the full data,

Next we consider Madel 3 of Table 8.14, which is directly comparable to Model 3
of Table 8.12. The sstimate of the stale dependence parameter in this model was 0.219.%
The estirmate from the model making full use of all avaiiable data points was 0.417
{Model 3 of Tablie 8.12), Finally, the [ast modet found in Table 8.14 is directly
comparable to Model 4 of Table 8.12, Unlike the two earlier samples, using only the
post-refease data, in the 1991-92 sample {and properly accounting for the age effects) we
still found a positive effect, but the estimate was now only marginally significant
(estimate = 0,056, p-value=0.062). However, the effect was still positively related to the
mean rate of offending. This is the first sensitivity analysis we have conrducted in which
the resulting substaative intempretation of the estirmates was not identical to that obtained
with the entire set of available data, It is imporiant to keep in mind that only 8 years of

post-relzase data were used here, and that many age-years of data (over 16000 data

“ The pacametet estimate duectly comparable to the )-class model would be caiculated using a standard
Poisson model. We re-estirnated Model | of Tahle 7.9 using a standasd Pousson medel. The corresponding
estijnate for the state dependence varable in the Polsson mode] was 30603 (rstetshe = 29.49).

** The model direstiy comparable to Model 2 of Table £.312 (L2, 0 random effe.s model with the latent
clazs indizainrs) produced an identcal solution o Madel 3 of Table & (4. Qoee the latent ¢iass indwarors
were ineluzed, 1he random effects version of the negative binonual mode! was nel necessary
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points) were excluded from the analysis here. The substantive importance of this finding
is that researchers examining the evidence for state dependence versus population
heterogeneity may arrive at different conclusions depending on the jength of the time
periad over which their samples are studied.

We note that in all of the aralyses in which we consider only the post-release data
{in all threc samples), the state dependence effects were smaller than were such effects
caleulated when using the full array of data for each sample. This leads o a possible
interpretation that the state dependence effects may have been stronger in the years prior
to incarceration in the CY A, and that the differences between the two periods may have
been more pronounced for the 1991-92 sample. This is an interesting question (1.e.,
whether the state dependence effect is strongest before becoming a ward/parolee of the
‘CYA). The answer to this question is beyond the scope of this chapter.®® For now we
leave this as a topic of possible future inquiry.

Finally, attention is now turned to the question of whether there are any
significant predictors of the post-rclease arrest activity of the 1991-92 sample. The
results of the models addressing this issue are presented in Table 8.15. As was the case
with the two earlier {1951-82 and 1986-87) samples, the models with the 1991-92 data
simply add the background variables to the model specifications used to estimate the
models found in Table 8.14, Model | is the “naive™ NB1 model that ignores individual
differences in the propensity to commit ciiminal acts. In this model, the following

covariates were siznificantly related to the post-release arrest rate {they sre in bold type

* This question would requite gensrating entirely new data anatyuc files fowr based using 1he date of firas
admussion to the O A as dividine paint, which 15 why it is ant explored harein,
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Table 815, Investization of Subject Characteristic Effacts With Parametric Random
Effects & NB1 Negative Binomial Models: 1991-92 Sample,
Fost-Release Data Ounly

Meloddcl|
T 2 3 4
Crverall fntereept M T R Gl LY 14209 !
(7.53} {8.74) [9.78) (6. 74}
Setof Control ¥Varizbles A A B C
BachgroundZY A Yars.
M Jrican American L1582 1,200 0401 1046
{3.24) [3.56) [ &4) L0
Hispanic 0 M3 0.013 -.010 0.02¢t
(005 (0273 (0,22} (047
Ciher Ethnicity -3.375 34T 169 -0.142
£4.361 {394} (.04} [1.73)
Famiiy ¥iolence ' 051 (A -0.0a% [ 108
(1263 (1.4 25 {020
Par Ale Trug. a3l 0023 0.00% 0.00%
[y [0.75) f5.26) {0 24
For. Crum. 0 0di 0027 izl agis
{1 (@64 el {0L.4d)
Sibking Crim. 1.043 n.azsg By agin
{1.43) {1 (087 {0.36)
Megloct 0123 0138 1043 Boas
{3.56) {329 {1 ) (133
Comrgl 0.089 1053 0os L.087
L1LER) (gt} {120 {177
Abuse 0079 -3.079 -0z £1.02%
(1943 (1.6M (0.66) $0.73%
Sex Abuse 0,058 DT 0043 £ D30
{99} (0 8O i 633 (0.7
Drug Abuse 0076 0.a81 Ladl © QD24
{118} [t %5 {1223 M
fiung Memberinsgs. a023 natls (040 0028
f6.72) 10,34} £1 04 (9.74)
Schogl Gropou nui 0147 0097 0086
{1.56) {300 tz.10) TELH
Jueende Coun NI -0 aas 0.5
0.1y .01 (37 (231
Frest Comumit -0 187 -0.194 -La77 0.007
(3 TH (4 94) (053 (020
Canm O Vgl -8 -[UBG 007G -0.110
{2.50) {2.23] {2.47) 13.51)
Lizs ngles -0 144 Q095 q002 41,020
(+23) 11.17) 0 07} it 62
Infriction Rate 0.261 0375 0147 0140
(3137 {1.36) £2.25) {1.20]
State Depen. Effects
Ars, 0499 0.352 . 2004 0§30
[16.443 £10.53) {6.75) (13}
Ancillary Partmeters
Iniry i0lq -
i =3 130 -
Ind alpha ) 0435 1407 (HiE
Lo -l kel EL] PR -14734 153 14008 955 13390728
Foobs Absalule walue o aanstics moparemhescs Sels o contint vanzkles gee a8 hoshse
Ser & Ao Ane-Sgpaned; SerB 5ot A - Lo Class Tndginars, Sen O Sel s+ S
- enmne selof inbersatiog w2 iubles af e liens clags mudieaiors oo ke aee s ozkles,
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in Table 8.10): African American ethnicity, Other ethnicity, neglected, drug abuse, schoo!
dropout, viclent commitment offense, coming from Los Angeles County, and the DDMS
infraction rate. The random eifects negative binomial model essentially leaves the results
from Moadel 1 unchanged. The random effects model assumes that the random effects are
uncomrelated with the included covanales, an assumption that is highly tenuous. Thus, a
better approach to testing whether any of these covariates are significantly refated to the
arrest rate (net of the effects of unobserved heterogeneity) is to use the latent class
indicators to control for the unobserved heterogeneity. Models 3 and 4 include such
indicators o the specification, and similar to the results obtained from the two previous
samples, the inclusion of these indicator vanables in the equations renders maost of the
signilicant covariates in Models | and 2 insignificant, In fact, in these two models
{Models 3 and 4) there were only 3 covariates that were still significantly related to the
post-release arrest rate: juvenile courl comumitment, violent commitment offense, and
DDMS infraction rate. Clearly, determining what variables arc significantly related to
the arrest patierns in samples such as these requires employing the wse of adequate

controls for unobserved heterogeneity.




SUMMARY OF BESULTS
Having now completed the presentation of results for this chapter, here we briefly
summarize tlie resulis obtained for each of the release samples. This chapter then

concludes with a discussion of these results and how they provide evidence lo support or

refute the hypotheses pronwalgated in Chapter J.

Summary of Resuits for the 1981-82 Sample

The analyses of the 1981-82 release sample began with a presentation of the
semuiparazmetyic models estimated with varying nembers of points of support (from i
puint of suppert through 6 points of support). The results of the models presented in
Table 8.1 indicated that accurately contrelling for persistent individual differences was
necessary for caleulaling non-spurious estimates of the state dependence parameter. The
magnitude of the estimate of the stats dependence parameter decreased by mere than one-
half between the model that specifics no controls for individual differences {1-class
model) and the G-class model. Yet, even alter controlling for persistent individual
differences through the use of six points of support, having been accested during the prior
age, ceteris paribus, significantly increased the frequency of arrest at the next age. In
ather words, the results favored the mired position that aliows for the important effects of
both population heterogeneity and state dependence.

Ir. Tabie 8.2, we examiped two broad 1ssues. First, we examined i we could
reproduce the fInal estimate of the state dependence paramster calculated in the 6-class
model ol Table §.1 with the parametric random effects negative binomial modsl, The
parametne randorm elfecis mode! was found to preduce a significantly larger sstimate of
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the state dependence parameter. Second, we examined if allowing the estimated age
coefficients to vary over the latent classes allowed for an accurate recovery of the state
dependence parameter estimale. After allowing the age coefficients to vary over the
latent classes, we were able to almost identically reproduce the state dependence
parameter estimate found in Table B.1. The state dependence parameter is apparently
very sensitive to shifis in the mean rate of offending among the tatent classes, and the
parametnic random effects madel in its basic specification does not directly estimate this
heterogeneity. This type of heterogencity, however, is explicitly accounted for the in the
finite mixture approach of Nagin and Land (1953). Clearly, inaccurately accounting for
the varying trajectonies of offending over the age distnbution will lead to an
overestimation of the state dependence parameter. Simifar to the findings of Bushway et
at. {1999), we [ind that unaccounted for age effects are adept at masquerading as true

state dependence effects.

Altention was next temed to an examination of whether the estimates of the state
dependence effects varied across the latent classes. The results presented in Table 8.3,
which were generated by estimating @ NB1 model on each latent class separateiy,
indicated that the state dependence estimates could be robustly estimated even withun the
latent classes. Importantly, the effect calculated within the adolescent-limited group was
very similar to the effects calculated in all of the other groups, 2 finding that runs counter
to the prediction of Moffitt (1993).

In the final stage of the analysis, we examined whether {1} any of the resalls
wollld have changed if we only had access to the post-release data to construct the
dependent variable and (2) if there were any covariates found to be significantly retated
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to the post-release arrest rates of this sample, For the most part, the substantive findings
were reproduced using only the post-release data as the dependent vanable. Furthermare,
after controlling for persistent individual differences, we found that few varables were
significantly related to the post-release arrest rate. Without canteolling for the persistent
individual di (Terences, however, we would have cone to the erroneods conslusion that
thete were many significant covanates {e.g., drug abuse, school dropout) related to the

post-release arrast rale,

Summary of Results for the 1986-37 Sample

In siage one, the application of the semiparametric mixed Poisson model tor the
1986-87 sample produced results consigtent with the “mixed” position. Accounting for
the significant population heterageneity was critical in order ta obtain the best estimate of
the state dependence relationship. Fatlure to account for the unobserved heterogeneity
would have resulted in a state dependence estimate that was significantiy (arger than the
final estimate armved at in the 6-class model presented in Table 8.6. Yet, even afler
controlling for the unobserved heterogencity, there was still a significant ezlationship
between the varable indicating arrest at a prior age and the arrest frequency at the current
age. More specifically, the individuals arrested at the prior age had a signilficantly higher
arrest frequency.

In the next stage of the analysis, we applied the random cffects cstimator and
found the estimalte of the stale dependence relationship in this model to be much larger
than the estimate found in ths 6-class semiparamelric model. However, after allowing
the aze parzmeters W vary over the latent classes, we were able to recover the same stale
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dﬂpeﬁdencﬁ estimate we found in the 6-class mixture modsl. We next tested whether the
stﬁte dependence effect varied within the three latent classes. Except for the one latent
class that was found to have a positive, yet non-significant eftect, the state dependence
estimales caloulated within the latent classes were fawely similar. The cstimate of the state
dependence effect in the adolescent-limited group, however, was not found to be
significantly larger (or smaller) than the other significant estimates. It was found to be
similar to the other sigmificant state depend;nce estimates once sampling vanation was
teken inte account.

In the lasl section, we found the substantive results favoring the “mixed” position
were unaltered by limiting the dependent variable to only the post-release years. Finally,
the number of covariates that were significantiy related to the post-release arrest rates of
this sample was reduced to only a handful afler controlling for the effects of unobserved
heterogeneity though the use of the latent class indicators. Half of the significant
covariates (e g., drug abuse, school dropout) became tnsignificant after inclusion of the

latent class indicators into the mode).

Summary of Results for the 1591-92 Sample

The findings for the 1991-92 sample were consistent with the findings discussed
above for the bwo earlier samples. [n the first analysis stage, it was discovered that there
was again a highly significant positive relationship between having been arrested at the
prior age and the frequency of arrest at the current age. However, a significant portion of

this relationship was subsequently found to have been the result of the population

heterogeneity processes. Between a |-class sgnuparametric mixed Poisson model {which
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assumes homogeneity) and a §-class model (which approximates the mixing distnbution
with 6 points of suppont], the magnitude of the state dependence parameter estimate
decreased by 63%. Even s, afler adequately controlling for unobserved Lieterogeneity,
there was still a significant positive relationship batween having been amested at the pricr
age and the mean arrest rate at the current age.

In the next stage, we examined tle estimaie of the state dependence rclationship
using the parametoce random effects negative binonual model. Consistent with the
[indings from the two garlier samples, the random effects negative binomial model
praduced a significantly larger estimate of the staie dependence relationship, In fact, the
gstimate of the parametric random effects model was again more than twice the size of
the estimate from the §-class semiparametric random effects model. Yet, once again,
adequately accounting for the diverse age effects across the latent classes allowed for the
recovery of a nearly ideniical state dependence parameter estimate.

Models were next estimated within each of the latent classes. In five of the six
latent classes, the estimate of the state dependence parameter was found to be significant
and positive. For one of the latent classes, however, the positive coefficient failed to
attain statistical significance. Examination of the differences in the state dependence
eslimates of the five latent classes with significant estimates failed to uncover any
significant dilferences between thern. The adelescent-limited group had a state
dependence estimate tnuat was similar {within samipling variation allowances} to the
estimates of the other latent classes that had significant effects.

Finally, results presentzd ir: the fifth section indicated one finding consistent with
the two earlier samiples and one finding that differed from the two sarlier samples.
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Analyzing only the post-release data (and accurately accounting for the age effects}
resulted in the finding that the state dependence parameter estimate was only marginaily
related to the post-release arvest rate. In the two earlier samples, the substantive findings
were completely unaltered by the analysis of the post-release data exclusively, These
sensitivity analyses were imporlant because they highlighted the benefit of: (1) having
access to data that has extensive coverage of the age distribution (rather than only having
a few years worth of data); {2} the need to be careful about drawing conclusions based on
data with limited tinie perods; and (3) the banefit of being able to replicate analyses on
mare than one sample. Similar to the two earlier samples, though, the analysis of the
importanee of the background characieristics in explaining the post-release arrest rales
resulted in a finding that was compatible with the two earlier samples. That is,
controlling for persistent individuat differences, only a few of the covanates were found
to be significant predicters of the post-reiease arest rate. Move than half of the
significant predictors were reduced lo non-significance once persistent individual
differences were adequately controlled. This finding also highlights the imporiance of
controlling for persistent unobserved heterogeneity in any analysis of data that attempts

of evaluate the empirical adequacy of the three theoretical perspectives of concern in this

study.

DISCUSSION

The purpose of this chapter was to carefully examine the positive associalion
between past and subsequent offending. More specifically, the substantive focus of this

chapter concemed the nature of the relationship between criminzl activitees #* adjacent
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ages while controlling for persistent individual differences. In Chapier 2 of this study,
the etiological imporiance of this relationship was discussed. Three theoretical
perspectives on the association were discussed, including the population heterogenesty
explanation {represented by the theory of Gottfredson and Hirschi), the state dependence
explanation {represented by the theory of Sampson and Laub}, and the dual taxonomy
explanation (represented by the theery of Mﬂfﬂtt).

Gottfredson and Hirschi {1990} argue that once differences in criminal propensity
have been accurately controlied, the relationship between past and subsequent cizminal
activity shouid be reduced to non-significance (within sampling vanation}. According to
Gotifredson and Hirschi {19903, the relationship between past and subsequent crintinal
activity is spuriousfy due to population heterogeneity ip the propensity to engage in
crimnal activities.

Sampson and Laub {1993, 1997}, on the other hand, argue that even aller
controlling for persistent individual differences in ciminal propensity, there should still
be a significant positive asson_:iatinn between the levels of criminal activity at two points
in time. Criminal activity at one point in time showd (even after controlling the
propensity to engage in criminal activity) still be positively related to subseguent criminal
offending because such activities morigage or cut off the future options of the cffender
and negatively alter the social bond (i.¢., it negatively alters their local fife
ctrcumstances). Sampson and Laub do not limil their theorstical argument to certain
types of offenders (e.g., igh- or fow-rate), but rather they argue that their theory applies
to al! offenders, especially the population of serious offenders {such 25 those they used in

developing and testing their theory).




[n contrast to the first two theoretical perspectives, Moffitt {1993} argues for the
importance of both population heterogeneity and state dependence process, but gach is
limited to only .a single offender type. The behavior of the life-course-persistent oftender
type 15 argued to be theoretically governed by a static, population heterogeneity
explanation, whergas the behavior of the adolescent-limited oflender type is entirely
govemned by a state dependence cxplanation. According to this stream of theoretical
nsight, there should be a pronounced state dependence effect in the adolescent-limited
group of offenders, and there should be a linuted (or non-existent) state dependence
effect in the life-course-persistent group of offenders. In other words, the dual taxenomy
approach of Moffit envisions differential state dependence effects across the two offender
types.

In Chapter 3, we reviewed the extant iiterature on this topic, and we concluded
that further study of this topic was imponant and warranted because of two key
limitations of the previous literature. First, the importarce of the state dependence
perspective within the population of high-tisk offenders has been questioned, but
empirical investigations of sampies of such offenders have been scarce. Second, the
validity of the findings regarding the state dependence effect in the extant literature have
been questioned on methodological grounds because the vast majonty of studies
concermad with this issus have relied entirely on the parametric random effects model to
analyze data, This model assumes that both the muxing disitibution (of the unobserved
heterogeneity) follows a specific parametrie distnbution and that the offending process
has been observed priot to initiation {the initial conditions assumption). With the
exception of the sludy by Bushway et al. (1999, the majonty of the previous studies have
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not examined or tested whether obtained results were robust with respect to the method of
analysis. The results i::resentsd in this study are the first applicaticn of the multi-method
approach of Bushway et al. (1999) to data on tie serious offender (or very high-risk)
population.

In direct response to the calls for further investigations of this key theorctical
1ssue by Bushway et al. (1999, Brame et al. (1993), and Nagin and Patemoster {20003,
this study set out to examine four hypotheses cencerning the relatioaship betwsen pasi
and subsequent criminal offending behavior using daia collected on three samples of

sertous youthful offenders. The first hypothesis examined is this study was:

H;: There will be a statistically signilicant positive association between past and

subsequent offending behavior.

The results presented in this chapter clearly suppart this hypothesis. Ignoring individual
differences in the propensity to offend. the relationship between criminal offending al
adjacent ages was found to be positive and highly significant. The estimate of this
relationship was 0.857 (t-statistic = 86.28) in the 1981-82 sample, 0.61% {t-statistic =
51.58)an the 1986-87 sample, and 0.553 {t-statistic = 40.25) in the 1991-92 sample. Ths
results conceming this hypothesis were important for establishing a baseline estimate of
the relationship between past and subsequent offending in these three samples.

Again, the dispute regarding the results with respect to the first hypothesis centers
not on the existence of the relationship (all parties to this dispute agree to the existence of
a significant positive association), but rather on the interpretation of this relationship
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The next three hypotheses that guided the research in this chapter centered on the dispute

among the three theoretical perspectives over this issue;

Hg: Alter cantrolling for persistent individual difTerences in criminal propensity,
the association between past and subsequent offending will be reduced to a

nonsignificant level {Gottfredson and Hirschi).

H+: After controiling for persistent individual differences in criminal propensity,
the association between past and subsequent offending behavior wilt be reduced
in magnitude but will still be positive and statistically significant {Sampson and

Laub).

Hy The association between past and subsequent offending behavior will be
nonsignificant for the life-course-persistent (high criminal propensity} group(s),
while the effect should be substantial and significant for the “adolescent-limited™

{or adolescent peaked) group {Moffitt).

The results presented in this chapter overwhelmingly support the seventh hypothesis
(H+4), and largely fail to support the hypotheses delineated as Hy and Hg. After
accounting for the population heterogeneity in the propensity to engage in criminal
activities nenparametrically in the semiparametnc mixed Poisson model of Nagin and
Land {1993}, the estimates of the state dependence relationship in this chapter were .404

(t-statistic = 3§.82), 0.243 (t-statistic = 19.18), and 0.206 (i-staustic = 14.59) in the 1951-
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82, 1936-87, and 1971-32 samples, respectively. The estimates from the parameiric

random effects negative binomial model (alter properly accounting for the age eflects in
the data) were 0.402 {t-statistic = (1.402), 0.248 (t-statistic = 13.90), and 0.138 (t-statistic
=9.33) in the 1981-82, 1986-87, and 1991-92 samples, respectively, Thus, afler
accounting for persistent unohserved heterogeneity in the propensity to eggage in
criminal activities (as measured by arrest data) through both parametiic and
nonparametric methods, there was stifl a significant positive relationship between having
been arrested at the prior age and the frequency of arrest at the current age. Results such
as these clearly support the seventh hypothesis, and expiicitly refute hypathesis six. That
is, cven after accounting for population heterogeneity in criminal propensity within the
three samples, there was st.ll a significant positive relationship between criminal activity
patterns at adjacent ages. Statistical tests for unaccounted individual differences faled to
reject the nuil hypothesis of no individual-specific effects, and thus the remaining state
dependence effects uncovered in the models cannot be simply argusd to be spuniously
dus to persistent unobserved diffsrences.

It should be noted, however, that it was absolutely critical to adequately control
for the differences in criminal propensity when estimating the relationship between past
and subsequent criminal activity. There was a very large decrease in the magnitude of
the state dependence relationship afier controlling for persistent individual dilferences.

In fact, there was a consistent 30-60% reduction of the magnitude of the state dependence
parameter between the initial baseling estimate (from the 1-¢lass semiparametric mixed
Paisson model) that makes no allowances for individual differences in the propensity to
commit criminal acts and the final estimates arrived at after accounting for the
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unobserved heterogeneity (and age effects). Clearly, accounting for individual
differences is cntically imporant when examining the relationship between past and
subsequent crimnak activity, even within these three sampies of serious offenders. Even
50, it should be kept in mind that there still remained a significant relationship between
criminal offending at adjacent ages in the final models presented in this chapter. Graphs
of the predicted arrest rates for those who had and had not been arrested at the pnior age
were used to display the final estimates. They implied that there was a substantively
meaningful and important relationship for these covanates, even if they were
signiﬁce{nt[}f reduced from those obtained from initial estimates.

With respect to the eighth hypothesis examined in this study, the resulis of the
models estimated within each latent class failed to uncover signilicant differential state
dependence eifects that were stronger in the adolescent-limited group. There were two
latent classes found to have positive state dependence effects that failed to attain
statistical significance (at conventional levels). For the other 16 latent classes with
significant positive effocts, however, the class-specific state dependence estimates were
not found to be significantly different from onc another after taking possible chance
sampling vanation into account. The sigmficant positive effects i the three adolescent-
limited groups were found not to be of a significantly greater magnitude when compared
with the significant estimates in the other 13 latent classes. Thus, the evidence examined
in this study failed to support the eighth hypothesis, The latent classes that most ¢closely
resembied (it 2 relative sense at least) the life course persistent group (1., their criminal
offending extended further into adulthood) alse had significant positive estimates that
were very close 0 the estimates found within the adelescent-imited graups. No evidence
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was found in any of the threc samples indicating that the staie dependence effects were
mote pronounced in the adolescent-limited group. The state dependence effect
uncovered in the data appeared to be a general effect thai appliad to all offender types,
and not to just a specific offender type such as the adolescent-limited group. The fact
that similar positive (significant} state dependence cffects were found in sixteen of the 18
latent classes sheds a considerabie decree of empirieal doubt on the dual taxenomy
perspective of Moffitt (1993). This evidence appears to lend further empirical suppert to
the major tenets of the {mixed) theory of Sampson and Laub (1993) who argue that the
state dependence cffect should be robust across offender types (i.e., apply to all
offenders), rather than any specific tvpe of ofiender (a3 claimed in Moflit's theory).
The results presented tn this chapter also resonate with a sigmificant
methodalogical theme on this topic, Previous research has discussed how reliable
conclusions regarding the imporiance of state dependence processes (versus population
heterogeneity) are contingent on the proper specification of the underlying mixing
distribution (distribution of unobserved heterozeneity). This is the benefit of the multi-
method approach—to the degree one can replicate 2 finding across vanous methods that
make different and/or morefless stringent assumptions, the tenabality of the finding(s)
become more reliable. The use of a single method of analysis leaves the resulis of a
study in a “gray” area, where conclusions cften wili undoubtedly (and justly) be viewed
with a healthy degree of skepticism (Bushway et al. 1999, Nagin and Patemoster 2000).
Eesults shown to be robust acrass difterent methods and model specifications, however,

will be given greater credence.




However, the results obtained in this study clearly speak to the need to not only
apply the multi-method approach, but also of the need to adequately model the “age
effects” in .these data. The results for all three samples obtained in Chapter 7 ¢learly
showed both an overwhelming change in the nature of criminal offending pattems across
the age distribution as well as a considerable degree of heterogeneity in the offending
patterns among the latent classes, The [indings obtained here were not indicative of a
common trajectory that was merciy differentiated in terms of the mean arrest rate, There
was considerable heterogeneity in the nature of the estimated age parameters among the
latent classes. The results of the analyses presented in this chapter clearly indicatc that a
failure to accurately capture the age effects within a sample of data will lead to a severe
overestimation of the estimated state dependence effect. According to the results
presented herein, this point is of fundamental importance from a methodological
standpoint because it highlights the need for researchers to think critically about the
proper specification necessary to accuratety model the age effects. For example, we re-
eshmated the semiparametric mixed Poisson model, and constrained all of the age

parameters to be equal across the latent classes such that
Infrl )= (8, + &, )+ {{age, 110)*B,, )+ ({{age? ) 100)* Ba#,J +larm_ *p.. ) @

The estimates of the state dependence relationship from these models were nearly
identical to the those estimated in the parametnc random effects models where the age

affects were only accounted for through the use of two overall terms (i.c., Model 1 af




Tables 8.2, 8.7, and 8.12). The estimates from these semiparametsic models were 0.60
(1981-82), (.43 {1986-87), and 0.42 (1991-92} respectively, which are almost identical to
the random effects specification. These coeflicients stiil represent an over-estimation of
the state dependence effects compared to that obtained when the age effects were
propecly modeled. Thus, while agreeing that the multi-method approach is a very
umportant technique that should pe adhered to when addressing this topic of research,
simply reproducing the results across the different methods sti!] does not mean the
eslimates are comrect. We could accurately reproduce the nearly wdentical “over-
estimates” of the state dependence parameter in both the parametric and semiparametric
approaches to the mixing distribution. The methodologicat conttibutien that the results
preseated 1o this study suggest s that it 1s ¢ritical to ensure that the age paramelers are
adequately modeled in the data because unaccounted for vanation in the age parameters
appears to be quite adept at masking genuine state dependence effects {(Bushway et al.
1999}, Had we not accounted for the diverse age effects across the latent classes, the
cstimates of the state dependences parameter would have dowbled in magnitude (in both
the parametric and semiparametric mixed Poisson models). Without the flexibility of the
semiparzmetric mixed Poisson model of Nagin and Land (1993}, this realization would
never have come about. The only way ta account for the temporal shilts in the mean
arrest rates was to gither: (1) umplicitly allow the age effects to vary across the latent
classes as in the semiparametric mixed Poisson madel specilied in eguation (1), or (2) to
have zccess to the latent ¢lass ingicators which could be interacted wiih the overall age
parameters. Thus, although Bushway et 21 (1999 note that, “the addition of time

enntrols to random effects models is a very simple task,” accounting fur tihe class-speuific
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effects cannot be accomplished in the parametric random effect models by themselves.
Therefore, results obtained from these models should be viewed with more than a healthy
degree of skepticism. The direct benefit of the semiparametric mixed Poisson model is
that its flexibility allows lor building the vanation in the age parameters directly into the
specification. Perhaps this is only relevant for the high-rate groups studied here, but
more than fikely, it will be valid any time there are significant dilferences in the age
parameters and the estimated age parameters do not accucately reflect the actal age
parameters in the high rate groups. The results obtained here indicate, quite
emphatically, that the state dependence varzable will absorb the effect of unaccounted for
teniporal, age-based variation that is unaccounted for in the model.

For the most part, however, the evidence presented in this chapter
overwhelmingly favors the mixed position that allows for the general importance of both
population heterogeneity and state dependence processes. The association between past
and subsequent criminal activity cannot be simply argued te be a spurious artifact of
population heterogeneity in criminal propensity. Yet at the same time, a large portion of
the oblained relationship did appear to be a consequence of heterogeneily in the
prepensity o engage in criminal acts (i.c., the evidence does not favor cither the pure
population heterogeneily nor pure state dependence positions). Thus, in general, the
results obtained in this chapter simply do not resonate with the strong static explanations
embodied in the static population haterogeneity theonies such as those offered by
Gottfredson and Hirschi {1990) or Wilson and Hermstein (19585

To bring these results back into perspective with the overarchng theme under

which this study has been framed—the dual processes of continuty and discontinuiry
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{change) of criminal offending patterns across the life course—the results in this chapter
clearly lend empirncal support to the idea that both continuity and change are necessary
for explaining the etiology of cnminal offending across the lifs course, this appears to be
true even within the serious offender population (and with a dependent variable based on
arrest data), In the final chapter to foilow, we conclude by considering the general
overarching theme of this study and the implications of the results presented in this study
for that theme, The final chapter concludes with a discussion of the linutations of this

study and passible directions for future research on the 15sues examined in this study.
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CHATFTER 9

CONCLUDING REMARKS

INTRODUCTION

This study began by discussing three questions cntically imporiant to the study of
crime. We noted how two of the questions couid be described with respect to the age-
crime curves amohy latent classes of olfenders and that the cther question could be
described with respect to the relationship belween criminal activity at two adjacent ages.
This naturally led to the formulation of two substantive chapters {7 & 8). Given that the
results of each substantive chapter have been (ully summarized, reviewed, and discussed
already, this final chapter wilt contain concluding rermarks that focus on the general

theoretical and policy implications of the findings of this study and possible directions for

future research.

THEORETICAL IMPLICATIONS

In a nutshell, the old adages, “you can’t unscramble eggs”™ and “a leopard never
changes its spots,” describe the fundamental over-arching issue addressed in this study—
the relevance of change in criminal behavior over the life course. Three broad theoretical
frameworks were examinead in this study. Each framework offers different predictions
with respect to the possibility of behavioral change in the life courses of criminal
offenders, As discussed in Chapter 2, the theoretical controversy between these three
theorctical frameworks largely boils down to a single question: how stable or inflexible
are (ndividual differences in the propensity o engage in criminal‘antisocial activities
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across the hife course? Or stated differently, 1s change possible in the lives of serious
criminal offenders? Because each theoretical perspective envisions the stability of
criminal propensity very differently, each makes different predictions regarding (1) the
retationship between age and crime and (2) the relationship between past and subsequent
criminal activities.

This study examined the above two different sources of “change.” First, the issue
of whether the relationship between age and crime was invaniant across the latent classes
(i.e., stabls} or whether therc were vanable between-class differences over time (i.c.,
change over time} was examined in Chapter 7. Second, the issue of whether past
criminal activity is related to subsequent criminal activity after controlling for persistent
individual differences was examined in Chapter 8. The findings presented in Chapters 7
and 8 provided resounding support for the notion that behavioral change is extremely
important to the explanation of the cnminal offending and arrest patterns of serious
youthful offenders. With respect to the first source of change, between-group differences
were shown 1o be highly variable over time—between-group differences were stable only
through early adolescence, and then during adulthood such differences were largety
instable and vanable. Alsc, even aiter accounting for persistent uncbserved
heterogeneity in the propensity o engage in coiminal activities (through both parametric
and nonparametric methods}, there was still a significant positive relationship berweern
having been arrested at the prior age and the frequency of arrest at the current age. In
other words, having been arested at the pnior age appears to have changed the frequency
of offending at the subsequent age. The broad substantive implications of thesc results
zre that behavioral change matters even in the Lives of senious offenders, and even in the

475



lives of the most persisient serious youthful offenders too (who arguably would be the
most prone to stability in the spirit of Moffitt’s “life-course-persistent offender™). Iis
lmportant t¢ remernber that these substantive hindings were documerted across three
separate samples, which poses a considerable probiem for any rival hypotnesis suggesting
that this pattern represents a statistical anomaly or fluke. Thus, the observed findings
lend considerable credence to nation that hehavioral change 1s a critically important
factor for the etivlogical explanation of the observed patteros of criminal arrests across
the life course.

There are three main substantive conclusions to be drawn from this study that are
related to both the over-arching theme of continuity/discontinuity in cnminal arrest
patterns and also important for any etislogical explanation of cniminal offending pattems
across the life course. First, the findings observed in this study speak drrectly to what
Sampson and Lauk (1992) referred to as the overstatement and/or musinterpretation of
antisocial continutties across time (see also Loeber and Stouhamer-Loeber 1998). The
findings presented in Chapter 7 cleatly indicate that the continuity of arrest patterns will
be much sirenger when the measurement perieds are closer 1o ime. That i3, there is
much more stability (including between-group stability) displayed within sherler penods
of time {e.g., 2 years) compared to longer periods of time. Indeed, the vast majorty of
the available datasets in eriminology typically measure incidents of cnime and arrest gver
very short periods of time. As noted by Cohen and Vila (1926: 147}, “consistency of
behavier might depend on the time scale selected for analysis.” The empirical results of
this study sndicate 2 considerable amount of support for this contention. Continuity

appears to be much stronger when the measurement points are cleser (ogether in time.
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Discontimuity (change), on the other hand, 1s much more apparent when long-term
cnminal offending or arrest patterns are examuned. Further, the results presented herein
also indicate that some segments of the age span may indicate more continuity in
behavioral pattems (e.2., early to mid-adolescence) than other segments of the age span
(e.g., adulthood). Thus, while 1t is important for theory to recognize that there s
continuity in behavioral pattems over time, the possible temporal nature of this continuity
should be noted.

Second, the findings observed herein indicate that there 5 a significant amount of
heterogeneity in the longitudinat arrest patterns of sertous youthful offenders.
Examination of bath the observed average total arrest charges and the observed and
predicted arrest trajectories of each l.atent class indicated that there was a significant
amount of heterogeneity even in this select extreme segment of the offender population.
Thus, these results appear to bolster the contentions of Sampson and Laub (1992, 1993,
Laub and Sampson 2001) that there is far more heterogeneity in longitudinal enminal
arrest and offending patterns than previously thought. It is important to specifically
highlight that the type of heterogeneity to which we speak of here 15 heterogeneity in the
patterns of criminal arrest over extended penods of the life course. As cicarly shown in
the findines presented in the graphical depiction of the arrest trajectories displayed in
Chapter 7, there are periods of time when the distinctions between the arrest trajeciories
of the vanous latent classes were blurred or even non-existent, Over more extended
perieds of time, however, the trajectones were vastly distinet.

Thtrd {and related to the second point noted above), during late adolescence and
adu!thood there appears to be large varialions in criminal arrest pattems that can not be
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argued as simply the long-term consequences ot childhood propensitics {Sarmnpson and
Laub 1992). As noted by LeBlanc and Loeber {1998 131}, "against the backdrop of
frelative] continuity, studies also show large within-indivedual changes in offending, a
point undersiressed by Gotifredson and Hirschi (1987)." The findings presented in
Chapter 7 indicate that there were varying rates of developmental change in the arrest
trajectories of the latent classes. For the most part, the latent classes appear to have
discontinued their antisncial activities at very different paces and ages (sce also
Cernkovich and Giordano 2001). Among the identified latent classes, the “desistence
process” did not begin at the same age, nor did it take place at the same relative pace.
The results presented in this study thus add further empiricai support to bolster the
contentions of Sampson and Laub that “intra-individual change is widespread cven
amone a large group of individuals labeled as senous, persistent youthful offenders and
possessing atl of the nisk charactenstics that many believe are enduning and stable across
the life course™ (Laub and Sampson 2001; 38).

In shor, the main theoretical implications of this study suggest that the processes
of hoth continutty and change {discontinuity) are important in any eticlogical explanation
ol crimirat offending pattems across the life course (see also, Paternoster et al. 1997,
Ignoring either of theses processes, or viewing them as polar opposites on a continaum
will lead to inadequate explanations of criminal behavior (see Homey et al. 1995). Both
processes are cleariy relevant, and indeed the critical focus for fulure empirical research
is determining the precise causal nexes behind cach of these processes. Unfortunately, it
s at this poirt i this stedy where the limits of the data employed here praclude its

uszfulness for examining such issues.



SUGGESTIONS FOR FUTURE RESEARCH

The reader will recal] that in Chapter 2 we noted that this study was not abile to
test the specific causal structures of a particular theoty or set of theones, but rather we
stated that our study would present an empirical evaluation of the precise longitudinal
unplications ol three leading crirunological theoretical perspectives. In the end, the
examination of the issues addressed in this study has led to the conclusion that the
evidence obtained here lends considerable support to the implications of the theoretical
perspective of Sampson and Laub (1993), and largely refutes the direct empirical
implications of the perspectives of both Gottfredson and Hirscht {1590} and MofTitt
{1993). The findings presented in this study, however, have only shown that behavioral
change is cvident among serious offenders and that the weight of the evidence favors the
theoretical implications of the work provided by Sampson and Laub (1993}, These
findings, however, can by no mezns be construed as evidence for suppeort of the causal
structure of Sampson and Laub’s criminogenic theory as outlined in their book. Again,
the results of this study were merely consistent with the longitudinal implications of their
theory—that 1s, there was heterogeneity in the criminal propensity between individuals.
We found also that there was considerabte post-adolescent heterogeneity in the arrest
rates of offenders that cannot be explained as purely a consequence of earlier individual
ditferences. Similarly, we found that there was a significant state dependence relationsiup
hetween criminal offending at a prior age and the level of offending at the current age
(even after controliing for individual differences in criminal propensity). Indeed, the
Henitations of the data emploved in this study for assessing the causes of crime necessitate
raising the issus of possible avenues for future research.
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The data employed in this study, and the findings observed herein, cannot be used
to angwer the four crtical questions raised by Nagin and Patemnoster (2000) believed to
be of critical imponance for understanding the population heterogeneity-state dependence
debate. First, what are the specific cavusal mechanisms underlying the individual
diflerences in the propensity to commit criminal acts? Second, what are the specific
positive and negative salient life events that lead individuals both inte and out of the
criminal lifes.yle? Third, what are the specific causal processes underlying the desistence
pracess? Finalty, what processes determine boti the availability of prosocial
apportunities and whether or not an individual will take advantage of these oppertumties?

A cuitical need for the discipline of criminology awaiting future researcl s to
determine both theoretically and empiricaily the precise etiologieal mechanisms that are
the driving force(s) behind the changes displayed in the nature of offending trajectones
{sce also Bushway et al. 2001; Laub and Sampson 2001}, Panticularly eritical in
imporiance is the task of determining why offenders, who have shown a pronounced
proclivity {albeit 2 varying one) to engage in coiminal activities for a signuficant segment
af their life span would suddenty begin to decrease their offending in adultheod? Except
for the path breaking work by Flirschi {1969 and Sampson and Lach {1993} on social
contrat theary, there is relatively little theorctical or empirica] research bearing directly
on this issue. As (s evident here in the lives of even the most senous offenders in the
population, behavioral change occurs, and it occurs carlier for some individuzisigroups
than for athers. The theoretical and public policy tmplications of the need 10 identify the
sources of prosocial beliavioral change among the serious offender population canpot be
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Finally, even though it is clear that the chronic offenders within our samples
appear to have been on 2 path of “desistence,” exactly what kind of lives they actually
lead in iheir thirties, forties, and thereafler is largely unknown at this pomt (Laub and
Sampson 2001). Do the majonty of these individuals Iead highly marginalized iives full
of aleohol and drug abuse problems, vnemploymient, and marital discord? Unforlunately,
questions such as these cannot be answered with the data we have utilized here.
Nonetheless, such questions remain ripe for consideration in future research.  Hawving
discussed the theoretical implications of our research and some possible directions for
future research, we now conclude this study with a discussion of the possible policy

imphcations of our analyses.

IMPLICATIONS FOR PUBLIC POLICY

Given the exlremely high failure rates reported in Chapter 6, the pessumist who
reads this study will argue that the benefits of institutional placement in the CY A appear
to be very discouraging, at Ieast in the short term. Upon reflection, we should not have
expected low or moderate recidivism rates among our theee samples of active offenders.
Given the fact that {he CY A is stocked with dedicated employses who by and large work
very hard to rehabilitate and support wards under their supervision, and the proeram
provides a varicty of educational, reatment, training and supervisory services {outlined in
Chapter 4}, why shouldn't we expect low failure rates? First, we would do well to
remember that these wards represent the worst 3% of the youthful offender population in
the state. The case history records of these active offenders are considerably worse than
ary we have previpusty seen. For this and other groups of active offenders, we find no
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consistent evidence to support the commonly held expectation that policy changes which
increase the probability of arrest, severe punishment and the average length of séntcnce
will significantly deter the tkelihood of subsequent criminal behavior. The “get tough on
erime” movement began in the mid-1970s as 2 justification for establishing an increase in
severe sentencing decisions because of the failure of the rehabilitation programs (in
vogue during the 1960s) that were supposed to reduce recidivism rates. The changes in
7Y A policy in the 1980s and early 1990s (outlined in Chapter 4} that have had the elfect
of increasing the average length ol institutional stay over time do not appear to have
improved the post release behavior of parolecs as documented in Chapter &, at least in the
short-run. The simplest explanation for this inding is that the menu of education,
treatment, raining and supervisory services in place couid uol avercome or appreciably
reduce the powerful forces influencing oTenders (o continue their criminal offending
behavior,

The optimist wino reads this report will focus on the long-lerm relationship
obscrved between age and crime. While we have found bittle evidence to supporl
Gotifredson and Hirsclii's notion (hat the relationship between age and crime is invariant
across latent classes over time, (he idea that erminal behavior does not decline with age
among active offenders advanced by their critics {e.g. Blumstein, Cohen, and Farrington
19882, 1988b} has no suppert here. Recall that Blumstein and his colleagues contend that
the rate of o ffending among active offenders reaches a peak levei and then assumes a
relatively constant rate. Over, the lung term, here we observed that the arest trajectorics
Tor every latent class derived from our active offonder sampies decline with age. Thae
timing ofthe dasisience pattems i our samples suggesis te ug that tus :5 most likely due
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ta the processes of developing and strengthening social bonds identified in the work of
Sampsen and Laub or perhaps due to maturation rather than to a lagged beneficial
institutional treatment eifect. Control Lheories recognize important changes that naturally
oceur over the life course that reduce the likelihood of committing criminal acts,
According to Gottiredson and Hirschi {1990:256), policies that do not consider these
highly predictable circumstances are likely to niistake natural changes for program
elfectiveness and to waste considerable resources “tieating™ people without benciit to
themselves or society. The decline in crime with age over time i1z each of the latent
classes suegests that the maximum effect of selective incapacitation 25 2 means of
reducing crime in soctety should be focused on the age just prior to the rapid onset and
peaking of criminal olTending. We note, however, that it usually takes awhile to
accumulate a criminal record sufficient to justify imprisornment. Qften individuals are
beyond the peak age of crime once livey accumulate such a record.

The senious offenses that are of the greatest concern o saciety {e.g., index crimes)
were, in fact, most frequentiy committed by members of our samples when they were
refatively young {e.g., ages 14-22}. That 1s, the data presented 1n this study showed a
marked relationship between age and crime even for the senous erimina! offenses that are
the intended targets of selection incapacitation policies such as “Three Strikes.” n fact,
over time, lhe individuals in this sample became 1ncreasingly more likely to have been
arrested for a drug-related offense than any other tvpe of offense. For cxample, the
members of the 1931-82 sample acerued 166 robaery charges in 1983, In 1999, they
accrued only 18 arrest charges for robbery offenses. For drug-related oiffenses, on the

other hand, they accrued 396 charges an 1983 and stil] accrued 299 charges for such
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offenses in 1999, Because of their long histories of past involvement in serious cnme,
however, these individuals become prime candidates for selective incapacitation as “third
sirike” offenders at the approximate polnt i the age-cnme curve where they no longer
pose as grave 4 danger to the long-term public safety. The trends in our data suggest thal
the decline in crime with age is going to continue in the coming years, which
{extrapolating to the general population of criminal offenders) indicates that there are
going lo be a fair nnmber of offenders in prison who pose refatively lintte risk to soctety.
If many of thesc individuals no longer represent a serious danger 1o socicly because they
have “aged out” of or are in the final stages of aging out of serious crime, then there are
potentially enormous social and economic costs to be paid for incarcerating them at later
ages. Further, in order to finance the massive increascs in state prison populations,
legistatures have been forced to divert money from deiscretionary line items in state
budgets—education, welfare, medical care, mental health services and child care. The
fear among critics of “get tough on crime” policies is that money is being diverted away
_ from the very same institutions that have traditionally played a crucia] role 1n either
preventing some individuals from engaging in serious crime in the first place or in
helping individuals to desist from the criminal lifestyle. Lronically, the worry herc is that
higher incarceration rates may serve to set in motion a spiraling effect that in the long-

term could push crime rates (o rise rather than to decline.
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AFPENDIX A

OFFENSES SERIOUSNESS HIERARCHY

& CATEGORIZATION OF OFFENSE TYPES
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Table A 1, Table of Ollense Seriousness Looping Order and Categorization of Offense Types

Seriousness Serious Owverall Epecific
Offense Type Loop Order DMense Catepory Category
belucder, Firsy Depree 1 Yes Senips Vialent Homicide
Murdes, Secand Degree 2 Yes Zerinus Violent Homicide
Manslaughter ] Yesu Serious Violont Homicide
Wehicular Manslaughter 4 Yes Seriows Violent Homicide
Farcible Repe 5 Yes Serigus Yiolent Forcible Rape
Attempted Morder & Yas Seriows Yiokent Aggravated Assaull
Aggravated Assault 1 Yes Seriqus Yinlent Aggravated Axzault
Robbery (Enhanced ¢ g, armed) [ Yes Serigus Vitdent Robbery
Fobbery {Linspecified) g Yes Serinus Vinlant Robbery
Robkery [(Unenbanced) 14 Yes Serions Yioleat Robbery
Robbery Public Converyance 11 Yes Serious Yiolent Robbery
Artemnpled Aobbery 12 Y5 Seriqus Yialen, Robbery
EmortionKidnapping 13 Yes Scrious Vialent Kidnap/Extoution
Child klokesiation 14 e Serious Wiolent Child Wobesiation
SodomowForced Oral Copulerion 13 Tes Seripus Yiolent Sndomy el Cop,
Discharge YWeapons 16 ez Senous Violenn Weapons Dizcharge
Arcault & Baery 17 Na Yiolent Simple Agsault
Miscellancous Assaukt 18 Ma Wiotem Sample Assauli
Burglary, First degres 19 Y5 Seriqus Property Burglary
Burglary {Unspecified) N fes Serious Propery Burglary
Burglary, Second degres 21 Yeg Serious Propery Burglary
Atwempled Burglary 22 Yes Senidus Froperry Burglary
Aule Thefi 23 Yes Senpus Property Ao Thef
Grand Thef, FL | Yes Serinus Property Thefl Mapor
Receiving Stolen Property 23 Yes Serious Property Theft Major
ForgerviChecks 16 Tes Seriqus Property Theft Majuor
Arson 27 Yes Senous Property Arson
Saleg--Narppics % e Sericus Drug Drrug Sales
Salez--Dangerous Drugs 29 Yes Serous Drug Drug Szles
Sales- Matijuana k] Yes Serious Deug Drug Salzs
Fossession--Narcolics al Yes Serious Drug Drug Pess /Poss. For Sale
Fossession--Dangerons Drugs i Yes Serious Dreg Dirug Poss.Foss. For Sale
Possessian--karijuana kx| s Seriows Drug Deug Poss Pose. For Sale
Weapans Possession kLI Ne Feb. Weapons Poss. Felony Weapons Poss.
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Table A.1 {Continued).

Seriousness Beriows Overall Specihic
Qffense Type Loop Order Oflense Calegary Categary

Possession of Desiruclive Devices 15 Mg Vilent Simple Assauit
Diisturbing the PeaceCamymg a Conceated ‘Weapon 36 Ha Dither Residual Wiz, hlisd.
Miscellaneons Felony 37 Hao CMher Besidual Faloay Qiker
ALCESSOMY 1% Ho Quher Residual Felony Cuher
Escape Fyom a Securs Facility 19 Mo Other Bestdusl Escape
Escape frem Juvenile Secute Facibiny 40 Mo Cther Residual Escape
Feqty Thet 41 Mo Propery Theh Minor
Reckless Driving wilh Injury 42 Ho Cither Residual Felony Ciher
CIIT with Ingury 13 Mo Crher Drug Cither g
Stalatory Rape 44 Ma Oither Residual Qiher Sex Offense
PimpingProsfitution 45 Mo Orher Residual Oiher Sex OiTensc
Obscenigy 4a Mo Diher Residual Oher Sex Ofense
Contribruting to the Daling. of a Minor 47 Mo Chher Renidoal Cther Sex Ofense
Misc, Sex Ciffense 58 Ha Criher Residual Onher Sex Ciffense
Malicioos Mischic{™ andalizm 49 Ha Crher Residual Misc, Misd.
Trespassing/Loitering S0 Mo Other Residual Mise, Micd.
Auta Tampeniag 31 Moy Other Residual Mise. kisd.
Misc. Drugs Offenses 52 No Civher Dirug Crher Drug
Under the InMuenee of Controlied SubsianceDnigs 53 Mo Ciher Drug Crher Drug
Sniffing ("Huffing™ Painn) 54 Ho Cither CHug Onher Dirug
DrupkDisgrderly Conduct 53 Mo Oher Drug Crther Prug
Miscellaneous Mislemeanor 55 Mo Cher Residual Melisg. hlisd.
TrafMic Dfenses {eg. Driving wia Litense) 57 Mo TraMieWehicle Traflic
Parole Technicality-- AWOL 58 Mo Parole Tech Pargle Tech
Parale Tachnacalivy--Oher 5 Mo Parale Tach Parale Tach
Parale Technicality--Dnugs &0 Mo Pagale Tech Parnle Tach
Parole Techmicality--Cfangs a1 Mo Parols Tech Facole Tech
Miscellaneous Minor Dfenses a2 Mo Cuber Residual Mise. Bisd.
Probation Yiolations 03 Ha Probation ¥iol Probation ¥iol.
Plact ment Fasdure ft Mo W Sias Wi
Ingomigible &5 Ha W&l Sratus W&|







APPENDIX B
OBTAINING MORTALITY DATA FROM THE CALIFORNIA

DEATH STATISTICAL MASTER FILES

Moriality data on the subjects in the three CY A release samples were cxtracted
from the Dreath Statistical Master Files {DSMF)} of the California Depariment of Health
and Human Services (DHS). The DSMF files are based on the death certificates
completad by either the presiding physician at the time of death, or in the case of sudden
or unexpected deaths such as homicide, suicide, or drug overdose, the coroner or medical
examiner investigating the deaths. There is one DSMF file for each year, For example,
all of the deaths that occurred between January 1, 1990 and December 31, 1950 would be
inctuded in the 1590 DSMF hle. We had access to the DSEMF [iles for 198%-1999 and,
thus, the last known possible date of death would be December 31, 1999, Death dates
prior to January 1, 1989 for the 1981-82 and 1986-87 samples were obtained from data
previously compiled by Skonovd and Haapanen (2000). In this appendix, we describe
the process used to obtain the dates of deaths for the deceased CY A wards in the three
samples; this allowed for the addition of new, more recent death data for the 138]1-82 and
1986-87 samples (i.e., recorded deaths through 1999}, as well as enabling the coilechion
of morality data through December 31, 1999 for the 1991-92 reieage sample.

Due to the fact'that DHS uses Social Security Numbers (85N} as the “primary
key” variable in their DSMF data files, and we did not have access to the S5N of the
wards in the samples, the retrieval of the DHS records corresponding to the deceased
CY A wards was, to say the least, a challenging task. The process of matching reccrds
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from the three samples to a record in the DSMF files occurred in seven steps described
below and graphically depicted in Figure B.1. Cases only entered a subsequent step of

the process upon successful completion of each prior step; the exception to this rule is

Step (6).

Step (1)

Due to the fact there were more than 200,000 deaths in California during each
statistical year examined here, an initial record elimination step was undertaken in order
to avoid both exceeding the computer system's hardware limits (e.g., running out
memory andfor hard drive space) and an excessive amount of computer analysis time.
This step involved eliminating significant portions of records in each DSMF [ile that
were logically impossible matches. The DSMF files were initially screened to [Hier out
all records that could not possibly have been a match due to the date of birik of the
decedent. The earliest birth date year i any of the three samples was 1956 and the latest
birth date was 1978, and therefore records with birth dates outside the range of 1956-

1978 were initially excluded as potential matches.

Step {2)

The next step involved the remaining pocl of potential matches left in the DSMF files
after Step (1). In the second step, cases were next matched via a many-to-one match on
the basis of the last names {with all letters treated as capital letters) in the DSMF file and

the name the ward was admitted into the CY A under (i.e., last name from the CYA
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Figure B,1. Graphical Representation of the Mortality Data Retrieval Process

Records from the
three CY A samples
{information from CYA
Master Files)

Records from the
California
Death Statistical Master
Files {DSMF Files)

L

Step (1): Screened
by date of birth to
chminate illogical
records

i

hoth files

Step (2). Records from each file are merged if last pames are identical in

i

!

Step (3): Matched records checked for identical dates of birth and gender.
Record kept if identical in both files

¥

Step (4% Text file cutput with all cases successfully matched on the basis of
last name, date of birth, and gender

h

Step (5): Manual review and verification of text file resulting from Step {4)

Step (6): Repeat Steps (2) through (3], only this

tirme allow for a tolerange of +/5 1 on
differences in day, month, and year of
birth betwesn the two files

Step (7): Check for consistency of successful matches against known dates
of death available through alternative means {&.g., parole outcome,
CH rap sheer; CDC data) and the date of last known arrest
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master file). For each last name of the CYA wards, the cases were “matched” or “joined”
to as many records in the DSMF files that shared the sarme last name. Thus, if the ward’s
last name was Smith and there were 100 records in the DSMF files with the last name of

Smith, that one case would have been matched to 100 cases i the DSMF files.

Step (3)

Upon each established match of last name, the cases were then screened according to
whether the date of birth and gender were exact matches in both the DSMF [ile and in the
file containing the information from the CY A master file. Cases with different dates of

birth andfor different gender were dropped at this point.

Step {(4)
Upan a successful match of last name, date of birth, and gender, a text file was
written-out containing the full names (first, middle and last narmes) and recorded ethnicity

from both the CY A master files and the DSMF files.

Step (5)

The text file resulting from Step (4) was then manually reviewed and successful
matches were determined on the basis of a comparison of [irst name, middle name, last
name, and ethnicity. Although probatutistic matching methods and “sounds like”
algorithms were implemented in an attempt to outsource the manual review to a computer
algorthm, there simply was not probability cutoff point that reliably penerated links

between the files (we were not totally “blind™ in this process since we had prior
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information on the dates of death for over 30 wards in the 1991-92 sample that died while
on parele). The matches had higher success rates when they were completed in the labor-
intensive manual method of a detailed examination of the name components from each
fiie, and therefore that method was used. Successful matches at the end of this step were

then extracted from the text file and entered in Step (7).

Step (6)

In this step, Steps (2} through (3) were repeated, only this time we allowed some
“tplerance” around the match of the dates of birth in the two [iles. More specifically, we
allowed the day, month, and year of birth to vary +/- 1 in order lo catch possible key
entry errors in the dates of birth dates. Step (1) was altered accordingly. This step

resulted in an additional & matches, al! of which were manually reviewed and venfied.

Step {7

At this point, a series of differsnt data checks were completed on the matched
death records. First, all cases considered to be successful "matches™ up to ths point,
inciuding the cases with dates of death prior to 1980 that were collected by Skonovd and
Happanen (2000), were checked against the fast known arrest date for each case to assen
that the fast known arrest date occurred priar in time to the recorded date of death {alter
all, it's kind of difficult to be arrested when you're supposedly deceased). For the new
death data (1990-1999), no case that was determined to be a successful match between
the sample cases and the DHS death data was found to have a recorded arrest event afler
the date of death, although most of them had arrests pnor to their deaths. For the prior
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death data, however, 1 case was found to have had several arrests after the previcusly
matched date of death. This case was removed as a mortality case. Second, homicides of
known ¢riminal offenders are aften reperted to the California Department of Justice and a
record is attached to their CII rap sheet indicating that they were deceased {as a result of
homicide). We checked all of the successful matches against the “death records” in the
CII files and found that we had successfully relrieved the DHS death records for all but 4
of the cases with CII death records {(n=111). For these 4 cases, 1t became quite clear how
the process had failed; they all had different last names in the DHS death data, names that
included a derivative form of the name recorded in the CYA master [iles (e.g., Smith,
Smithficld; Jones, Joneston). Since the date of death was known from the CI1 recerds,

the DHS records for these cases were manually retrieved by reviewing the DHS data [ile
for the piven death date and then finding the record that pertained to the case (which was
how we discovered the “denvative name” reason for why the cases had not ongmally
been retricved in the second step).  Finally, we compiled a hist of cases known to have
died on parole while we were coding the 1991-92 sample, and a comparison of the List of
known fatalities matched against our list of “successful matches™ produced a 100%

match. That is, for all of the 1991-92 cases that we knew had died pnor to completing
parole or shorily thereafter (n=39), Steps (1) — (6) produced the DHS death record for all
39 of those cases. This lends credibility to our method of matching the records between

the list of CY A cases and the fatality cases in the DHS DSMEF fites.
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Limitations

Although we have great confidence in our method of matching cases between the
two files (.., finding the CYA cases in the DHS death data), the resulting mortality file
for the CY A cases studied here most ceriainly is an undercount of morality in these
samples for several reasons. First of all, the resulting mortality file only includes deaths
that occurred in the state of California, and thus any deaths occurring outside of the state
of California are not included here. We simply did not have access to monahity data
outside of California. Secondly, although we made every effort possible to make sure we
had matched all cases present in both files, there is a chance we did miss some cases due
lo either name changes {which is less problematic for the male wards than the female
wards not included in this study) and incorrectly entered dates of birth that escaped our

method of detecting cases that slipped through the initial matching process.
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APPENDIX C

PERCENTAGE OF SAMPLES “AT RISK” OVER THE AGE DISTRIBUTION
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Tabile C.1. Percentage of Cases "At Risk" of Arrest at Each Age, by Sample

Sample
19%1-82 1986-87 199192

Age N Yo N - %% N 5%

7 1589 160,00 1443 1040.00 1434 100,00
2 1983 109.00 1443 100,09 1434 10000
9 1989 100,00 1443 100.00 1434 100.00
10 1989 10500 1443 100,00 434 100.00
11 1389 100.00 1443 10,06 1434 100,00
12 1982 100,00 1443 104,00 1434 100 00
13 il 109.00 1443 100,00 1434 100,00
14 1984 98,75 1440 0979 1424 9044
15 1965 08.79 1428 98.9a 1445 07.98
16 15841 g7.59 1372 o508 1317 91.84
17 1905 95,78 1274 5229 1193 8319
i5 1850 83.01 1175 51.43 1053 7343
19 1863 83.67 1241 §6.00 V9T 83 47
20 1383 94 .67 1332 92,34 1323 9326
21 1926 06 kY 1397 9681 1353 04,35
22 1963 98.69 1401 97.09 1368 95 40
23 1957 0%.39 1307 g97.51 1381 06,30
24 1955 98,20 1405 Q737 1374 95,82
25 1948 97.94 1807 0751 1331 92 04
21 1934 9723 1394 L 1234 EG.1%
7 1927 96,85 1387 9612 999 69.67
28 1917 0628 1378 93.30 636 45.75
9 1904 B3TI 1366 94,68 33e 23.57
30 1393 0342 1339 g2.70 197 13,74
3t 1891 9507 1261 £7.39 126 B.7Y
32 1579 94 .47 1049 72.70 £2 4,32
33 1867 83.87 151 5304 1] 070
34 1E41 92.56 474 32,83 - ---
35 1739 g7.413 263 18.23 - e
is 1553 TROF | 84 12.75 - -—-
7 1243 &2 40 113 7.83 - -
i3 896 43035 51 353 - -
io 539 26.60 - - -

L [ 252 12.67 - - -
41 29 4.47 - - -
47 23 126 - - - -

43 & .30 - - -
Tuatal

Fanel Observ. o453 37340 29385
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APPENDIX D

CUMULATIVE AGES OF ONSET OF FIRST CRIMINAL ARREST

408



Figure ID.1. Cumulative Probaiblities of Age at First {Criminal Armrest, by Sample

Panel A: All Wards
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APPENDIX E

MEANS OF BACKGROUND CHARACTERISTIC VARIABLES,

BY LATENT CLASS

300



10%

Table E.1. Means of Background Characteristic Variables, by Latent Class: 1981-82 Sample

Latent Class

Yariable LCt LC2 LC3 L4 LC5 LC§
White .34 0.29 .31 046 (.48 0.39
Hispanic 024 027 .25 025 0.26 0z20
African-American (.40 D41 0.44 0.25 6,22 Q.40
Other 002 0.0l 01 0.04 0.04 001
Family Violenca 0.14 0.20 017 Q.18 0.17 0.14
Parental Alc./Drug Dependence 6,22 0.31 0.3% .25 0.3} 024
Parental Criminzalicy 0.9 025 0.25 0.07 0.24 0.7
Sibling Criminalicy 0.34 051 .45 0.27 0.33 Q.40
Lack of SupervisionNeglect 32 040 33 0.31 036 0.27
Ineflective Control 0.54 068 0.68 045 0.60 0.54
Physical Abuse 0.14 0.7 0.i3 .16 .14 0.13
Sexual Abuse 0.0 0.01 0.00 002 _ 002 0.02
Drug Abuse {.68 .69 .70 0.68 047 0.69
Gang Member/Associalion n27 0.33 036 017 029 0.24
Previous Violent Behavior 0.78 085 0.83 .72 0.7 (.81
School Dropout .41 0.49 0.50 63 0.44 0.61
DDMSE Infacriions 1.06 1.26 1.21 0.4 t.i5 1.1%8
Deceased 0.06 0.05 0.07 0048 .22 0.05
Deceased 0,06 0.05 0.07 0.06 22 0.05

Note: All varizhles are binary variables {except for the number of DDMS infractions} and the means represent the
percentage of cases coded as 1 (which indicates the presence of the characteristic),



c0s

Table E.2. MMeans of Background Characteristic Variables, by Latent Class: 1986-87 Sample

Latent Class

Variable LC1 LC2 LC3 LC4 LCS LCh
White 1.28 028 0,21 0.33 0.29 .29
Hispanic 029 032 0.30 .40 0.35 Q.36
African-American 0.4] 0.38 047 022 031 033
Other .01 0.02 00z 005 0.05 003
Family Vialence 0.20 .16 021 .18 017 017
FParental Ale/Dug Dependence 0.33 0.29 0.38 0.33 0.36 0.40
Parental Criminality 028 125 035 0.23 0329 0.26
Sibling Criminality 038 037 .46 0.32 031 143
Lack of SupervisionMeglect 4] 0.36 049 0.44 0.51 0.46
Ineflactive Controd 1.4 .75 0834 075 079 0.74
Fhysical Abuse 0.24 .15 0.21 021 .16 0.18
Sexual Abuse 0.04 0.0z 0.2 .03 .02 0.04
Dmg Abuss .E4 0.87 1,34 .79 0.92 .91
Ganpg MembetfAszocialion 0.58 0.50 0.35 0.49 0.4% 0.39
Previous Yiolent Behavior 0.587 054 0ol 0738 088 085
School Dropont 0.33 044 0.40 0.38 Q.38 042
DDMS Infacrtions 212 1.65 268 2.04 17 .56
Dieceased 0.06 0.03 0.08 011 0.09 0.05

Note: All variables are binary variables (except for the number of DDDMS infractions) and the means represent the
percentage of cases coded as 1 {which indicates the presence of the characteristic).



£0%

Table E.3. Means of Background Characteristic Variables, by Latent Class: 1991-92 Sample

Latent Class
Yariable LC1 LC2 LC3 LC4 LCS L.Cé
White 0.17 0.1 0.20 (.25 019 024
Hispanic 0.31 0.40 0.30 0.34 0.37 0.33
African-American 047 .33 0,46 0.36 0.29 0.40
Other 0.05 0.05 0.04 005 013 043
Family Violence 019 026 0.24 0.28 .17 020
Parental Alc /Orug Dependence 0.3 .38 a.51 051 0.35 0.46
Parental Criminality 0.25 0.29 045 0.46 0.24 0.33
Sibling Criminality 4] 033 046 0.52 0.40 0.43
Lack of Supervision/Neglect 0,59 0.6l 0.74 0.7rr 0.54 0.76
Inelfective Control 077 084 093 .97 0.26 0.92
Physical Abuse 1% 022 0.23 0.27 0.22 0.19
Sexual Abuse .06 0.4 0.04 0.07 0.08 .06
Drug Abuse 0.7 0.0 0.73 .73 0.67 .80
Crang Member/Association 0.7 o 0.74 3.75 077 015
Previpos Viclent Behavior 0.3 .36 0.92 .93 0.84 0.28
Schoaol Dropout 0.85 0.83 0.E3 .87 0.89 0.94
DDMS Infacrtions 1.45 1,81 227 222 1.48 2.30
Deceased 003 .09 0.03 .04 014 0.010

Mote: All variables are binary variables {except for the number of DDMS inlractions) and the means represent the
percentage of cases coded as | {which indicates the presence of the characteristic).



APPENDIX F

OBSERYED AND PREDICTED ARREST TRAJECTORIES,

BY LATENT CLASS
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