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INTRODUCTION

Time series pattern description provides concrete and read-
ily understood answers to simple descriptive questions about the
general pattern of change over time iIn a variable. It tells the
user, in nonstatistical language, whether the variable generally
increased, decreased or stayed the same during the period in
question; whether there was a change in the pattern (for exam-
ple from an increase to a decrease); and if there was a change,
roughly when the change occurred.

For the first time, a substantial number of criminal justice
time series data sets are available. Researchers, c¢riminal
Jjustice administrators, and policy makers often ask the Illinois
Statistical Analysis Center (SAC) for a simple description of the
pattern of change over time in one of these data sets. We find
that conventional methods of time series analysis cannot answer
many of these simple descriptive questions. 1In response to this
situation, SAC developed the time series pattern description
method.

Time series pattern description consists of the conceptual
method and a package of computer programs that enables analysts
to use the method. SAC is continuing to test both the concept
and the package in practical criminal justice situations, and to
improve them based on that experience. This manual, therefore,
is a working draft, distributed for use, testing and comments.
We hope that people who have had various degrees of experience
with data analysis will use pattern description in a variety of
practical situations, to produce reports addressed to a variety
of audiences. We encourage users to tell the authors of any
problems they encounter, and welcome their comments and sugges-
tions for improvement.

The manual consists of two parts. Part I, "Guide to Pattern
Description," is an introduction to the concept of pattern
description and a guide to applying that concept in practice. It
includes detailed instructions for interpreting a pattern
description graph, and illustrates the instructions with many
examples of real criminal Jjustice applications. Part 1II,
"Technical Manual for Pattern Description," tells the user how to
produce pattern description graphs on the Illinois Criminal
Justice Information Authority computer system.







THE CONCEPT OF PATTERN DESCRIPTION

Although a time series may be complex, not every research or
administrative decision based on that time series calls for an
equally complex method of analysis. Many decisions require only
a description of the overall pattern of a series. Using a more
complex or more abstract method than the decision at hand
requires is time consuming and expensive, may not answer the sim-
ple descriptive questions an analyst needs to know, and produces
results that may be difficult to explain to a general audience.

Simple time series pattern description is useful for
describing and exploring the general pattern of change over time
in a data set. Such a general description may be all that is
needed for many practical applications. If the problem at hand
requires an explanatory model, forecast, or other exact
explanation, an initial pattern description will provide a
foundation for the more detailed analysis.

Criteria: Simplicity and Accuracy

A time series pattern description should provide an accurate
answer to general descriptive questions. The results of pattern
description should be concrete, have a straightforward
interpretation, and be easy to communicate to a general audience.

The two criteria of simplicity and accuracy seem to be anti-
thetical. If we increase simplicity, it may be at the expense of
a decrease in accuracy. What degree of accuracy do we require,
and what degree of complexity do we accept? How much accuracy
must we sacrifice to achieve simplicity? To answer these ques-
tions, we first need to define our terms. It is relatively easy
to define accuracy. Techniques of defining and measuring accu-
racy have been a part of the field of statistics since it began.
However, the question of measuring simplicity has been considered
only recently. A relatively new field, the study of the communi-
cation of quantitative relationships to a general audience,
relates statistics and cognitive psychology.

Ehrenberg (1978,1981) suggests that a graphic description of
the pattern of change over time in a variable is simple enough
for effective communication if it has these characteristics:

® The pattern 1is presented in a simple visual struc-
ture.

® The description presents a small amount of informa-
tion. Because it tries to communicate only one or
two things, it makes few demands of the audience's
short-term memory.




@ The descriptive method is familiar to the audience.
They have seen it used before, will recognize 1it,
and will readily enter this instance of it into
their long-term memory.

For example, a straight line is a simpler visual structure
than a curve. Raw data are simpler than re-expressed or trans-
formed data, because the raw data contain a smaller amount of in-
formation. The third criterion, familiarity to the audience, de-
pends upon the audience. In our experience with an audience of
criminal justice administrators, we have found that a straight
least squares regression line is quickly recognized, but that a
stochastic model or a polynomial line is not.

Some apparently simple statistical analysis methods are not
simple at all, according to these criteria. For example, the
"resistant lines" used in Exploratory Data Analysis (Tukey,1977;
Velleman and Hoaglin,1981;Emerson and Hoaglin,1982) rely on in-
volved summary calculations and transformations. Another method,
picturing the data as a familiar object, such as a castle or a
tree (Kleiner and Hartigan,1981) or human faces (Chernoff,1971,
1973; Flury and Riedwyl,1981), is entertaining and attracts the
audience's attention, but does nct present a simple visual
structure to the audience. General audiences may be familiar
with castles, trees, and faces, but they are not familiar with a
quantitative concept being represented as a turret or as
quizzical eyebrows.

OQur criteria for accuracy are grounded in the general, de-
scriptive decisions for which pattern description is intended to
be used. If our objective were forecasting or model building,
the necessary degree of accuracy would be greater than it is.
However, our objective is not to set exact parameters, but
rather, in an exploratory sense, to describe gensrally the var-
iable's pattern over time.

For this objective, a time series pattern description is
accurate enough if it gives the audience an idea of whether the
variable has increased, decreased, or stayed the same, and
whether or not there was a change or discontinuity in the direc-
tion of the series. It should also direct the user's eye to pos-
sible discrepancies from the overall pattern, such as unusually
high or low occurrences (extremes), and seasonal or other cycles.
A pattern description should present data to an audience simply
and concretely, answer a few basic questions in a general
descriptive way, and suggest to the audience more detailed
questions that it may want to ask about the data.

If it 1s to remain simple and understandable, a pattern
description should not attempt to answer complex questions. Pat-
tern descriptions are not exact, explanatory statistics. Such
questions as confidence limits for the time periods in which a
change in the pattern of the series occurred, forecasts, or the
details of seasonal and other cyclical patterns are better left




to the statistical methods that have been developed to handle
them. On the other hand, to avoid a misspecified model, it is
wise to preface any detailed explanatory analysis with a simple
time series pattern description.

Pattern Description by Spline Regression

We have found that a linear spline regression line superim-
posed on a graph of the raw data describes the general pattern of
a time series in a way that meets the dual criteria of simplicity
and accuracy. Linear spline regression fits a least squares
regression line with two or more connected segments to the data.]l
For example, the linear spline shown in figure 1 describes the
pattern of change from 1965 through 1981 in the number of felony
commitments per month to the Illinois Department of Corrections
(ID0C). This five segment line fits the data better than other
five segment lines, and better than the best-fitting four, three,

Figure 1
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TFor an overview of linear spline regression, see Poirier
(1976), who defines spline regression as follows (p. 2): "In the
simplest sense a spline function is a piecewise function in which
the pieces are joined together in a suitably smooth fashion.™
Also see note 3, page 6 below. For a review of the spline
literature, see Wegman and Wright (1983).
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two, or one segment line. It describes the number of commitments
as remaining fairly steady between 1965 and late 1973, but rising
sharply in 1974 and again in 1979. The pattern contains turning
points in mid-1973, mid-1975, late 1978, and early 1980.2 There
were about 200 felony commitments per month in 1973. Ry 1981,
there were more than 500.

The most obvious characteristic of a linear spline regres-
sion line is that every segment is connected to the next segment.
Although there may be an abrupt difference between the slope of
one segment and the slope of the next, there is no discontinuous
gap between them. The line may change direction, but it remains
unbroken. Instead of fitting separate regression lines to sec-
tions ol the series, as a "piecewise regression" does, a linear
spline regression fits one continuous line to the entire series.3
Because every segment is connected to the next, the best fit for

one segment is affected by the best fit for the adjoining seg-
ment.

Thus, a linear spline regression line consists of connected
segments that differ from each other in their analytical defini-
tion (slope and intercept).4 The segmented line is continuous in
the sense that there is no gap between segments (they are connec-
ted). It is analytically discontinuous, because the definition
of one segment is not the same as the definition of the next.
Most other statistical time series descriptions are analytically
continuous; that is, they describe the entire series with the

2The terms "join point," "knot," and "break point" are used
synonymously with "turning point"™ in the spline function
literature. We have found that "turning point" more clearly

connotes, to people who are not statisticians, a change in the
pattern of a variable over time. Although the term is sometimes
used in a more exact sense (such as a "turning point error,"
Nelson 1973: 211), pattern description never uses "turning point"
as a predictor of the future, or as an exact estimate of a past
change.

A piecewise regression line contains a discontinuous gap,
an instantaneous jump in the pattern from one observation to the
next. In some cases, such a jump may describe the actual situa-
tion, but it seems more reasonable to assume that the effect of a
change in the structure of most social or economic series will
not be instantaneous (Poirier 1976:1-3). For a discussion, see
the section, "Presence of a Possible Discontinuity," page 56
below,

A spline regression line does not necessarily consist of
straight line segments. One or more of the segments could be a
curve. See' Wecker and Ansley (1983) for a method of fitting
polynomial splines. In practice, however, we have found that
connected straight line segments communicate better than either a
curved line or connected curved line segments. A straight line
segment provides a simple answer to one of the most commonly
asked questions in practical situations, "Did the variable
decrease or increase during a certain time period?"®
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same definition (a curved or straight line, a model of a stochas-
tic process, a moving average or resistant smoother, and so on).
A single, continuous definition assumes that the pattern of the
series is constant over time. As Cox (1971:36; also see Kendall,
1976:29) argues in respect to polynomials, "the behavior of a
polynomial in an arbitrary small region defines, through the
concept of analytic continuity, its behavior everywhere." This
assumption is open to question (Brown, Durbin and Evans,1975:
149). A continually unchanging equation or process may describe
many mathematically generated artificial series, but it may not
describe practical empirical data, which may contain an abrupt
structural change.

Of course, an analyst who has already discovered a change or
discontinuity in the series, or who hypothesized it a priori, may
write an equation accommodating that change, or may add an inter-
vention term to the model (see Glass, et al,1975). 1In this re-
gard, McCleary and Hay (1980:143) argue that analytic continuity
is an advantage of stochastic model~building, and that an explor-
atory "blind search," such as a spline pattern description, is
"uninterpretable” in a test of an intervention hypothesis. Their
argument 1is certainly true, but irrelevant in the present con-
text. Pattern description is not designed to be used for explan-
atory purposes. It is descriptive. While analytic continuity,
as compared to a blind, empirical description, is an advantage in
the explanatory stages of analysis, it is a disadvantage in the
initial, exploratory, descriptive stage. Description must
precede explanation.

In summary, a linear spline regression line is not analyti-
cally continuous. The description changes with each line seg-
ment. In addition, it is concrete and straightforward, and can
be presented to an audience in a simple visual structure (a suc-
cession of connected straight lines). It thus is a simple
description of the pattern of change over time that is suffi-
ciently accurate for general descriptive purposes.

Appropriate Applications

The degree of simplicity inherent in a linear spline pattern
- description limits its use to the initial description of patterns
in data, especially in raw, untransformed data. More complex
descriptions and transformations are necessary to answer more
detailed questions. This section reviews the descriptive ques-
tions that can, and cannot, be answered with time series pattern
description.

Like all least squares regression methods, pattern descrip-
tion is affected by the presence of extreme values (outliers).
An unusually high or low observation will pull a line segment up

points than it would have otherwise. In addition, pattern




description will not distinguish trend from drift. It is possi-
ble that what appears to be an increasing or decreasing trend,
even over a long period of time, is actually a "random walk," due
only to the tendency of one observation to move a random distance
from the previous observation. Finally, pattern description
ignores autocorrelation, which occurs when observations in a
sequence are correlated with each other, and seasonality, which
occurs when observations 12 months apart are correlated with each
other.5 Autocorrelation and seasonality may affect the line
segment fit, especially the turning points.

Other, more compleXx,, statistical methods have been developed
to produce exact explanations and descriptions of such data.b
Resistant smoothing methods (Velleman and Hoaglin,1981; Emerson
and Hoaglin,1982) are called "resistant" because they resist the
effect of extreme values, and the Census X-~11 seasonal adjustment
program has a built-in routine plus a number of options for
weighing extremes (see Pierce,1980). Stochastic time series
analysis can distinguish trend from drift (see McCleary and Hay,
1980:35-45 for a detailed discussion), and the time series
literature abounds with ways to handle autocorrelated data (see
Kendall, 1976 or McCleary and Hay,1980 for an introduction) and
seasonality (see Kendall, 1976 and Pierce,1980 for reviews).
These complex methods, however, do not produce general
descriptions of the actual, "raw," observations. Although time
series analysis should not necessarily end with a description of
the raw data, it should always begin there.

For example, the question of extremes is, to some extent, a
subjective choice of whether to look at the forest or the trees.
Should an extreme be considered accidental in the forest of
values, and therefore be eliminated, or should it be pinpointed
for special consideration? Both choices may be appropriate, but
at different stages of the analysis. By summarizing the pattern
over time of the raw data, a pattern description draws the ob-
server's attention to exceptions from that general pattern.7 For
example, the felony commitment series (figure 1, page 5) contains

5These are extremely simplified definitions of seasonality
and autocorrelation, but a more detailed discussion would be
beyond the scope of this manual. For more information, see the
references given in the following paragraph. The Statistical
Analysis Center publication, "How to Handle Seasonality," guides
the non-statistician to the various methods of detecting,
measuring, and adjusting for seasonality.

For a discussion of the use of splines in building explana-
tory models, and, specifically, the use of spline lags to esti-
mate the degree and type of lags between dependent and indepen-
dent time series variables, see Poirier (1976:85-106).

TPattern description also draws the audience's attention to
other kinds of discrepancy from the general pattern, such as
seasonal or other kinds of cycles, or an increase or decrease in
variation over time.




several observations that could be considered extreme, such as
the low number of commitments in September 1968.8 The decision
of whether or not to weight or otherwise eliminate these values
from the data should be based not only on a quantitative analysis
of their statistical likelihood, but also on a substantive judg-
ment as to their validity as a "true" representation of what hap-
pened in that month. To eliminate extremes mechanically, without
a prior description and some investigation into their origin, may
lead to a misspecified model. (For practical examples, see the
section, "Series with Extreme Values,™ page 52 below.)

Like the issue of extremes, the issue of trend versus drift
should be handled differently depending on the exploratory or
explanatory stage of the analysis, and the needs of the problem
at hand. To again use the felony commitment example, whether or
not the rapid climb of commitments after 1973 was due to a "real"
trend or to random drift, there were still about three times as
many people committed per month in 1981 as in 1965. The resour-
ces of IDOC had to handle the larger number of people committed,
whatever the cause of the increase. If the problem at hand is
only to describe the actual number of commitments that IDOC had
to handle over the time period, pattern description would be
appropriate and sufficient.

In the same way, adjustment for seasonality or transforma-
tion for autocorrelation should follow a description of the raw
data. The number of aggravated assault offenses known to the
police in Illinois, for example, varies with the seasons. June,
July, and August are usually high, and January and February are
usually low (figure 2).9 The large seasonal fluctuation affects
the pattern description: the best 1line segment fit for the raw
data (figure 2a) is similar to, but not exactly the same as, the
best line segment fit for the seasonally adjusted data (figure
2b). Seasonal fluctuation and autocorrelation affect the line
segment fit because they add systematic variation to the series.

8In our experience, we have found that time series pattern
description is robust enough that one extreme value will not
cause the program to find an "extra" turning point. However, an
extreme may cause the program to place a turning point near the
extreme rather than elsewhere in the series. For example, the
low September 1968 value in the felony commitment series did not
result in a new segment with a turning point in 1968. The pro-
gram found a straight line from January 1965 through September

1973. For additional examples, see the section, "Series with
Extreme Values," page 52 below.
9Source: Census X-11 adjustment, additive assumption. We

did not use the felony commitment series as the example here,
because it is not significantly seasonal. For the details of
both analyses of seasonality, contact SAC.
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There are many good arguments for removing such known, systematic
variation from the series before developing an explanatory
model.10 On the other hand, the adjustments and transformations
necessary to remove geasonality and autocorrelation may "over-
correct" and add their own systematiec variation to the series.
Not every crime series is seasonal or autocorrelated. Therefore,
ad justments and transformations should not be performed mechan-
ically on every series, but should be preceded by a description
of the raw data.

Thus, pattern description of the raw data may not provide
sufficient information for every application, but it does provide
necessary information for any subsequent analysis, no matter how
complex. As part of an initial data exploration, it serves as a
preparatory step of a later detailed analysis. Complex analyses
done without an initial description of the raw data may produce
misleading results. The cleverest explanatory analysis is use-
less unless it is firmly rooted in a description of the patterns
in the raw data. Without such an initial description, subsequent
analysis risks error, and explanations and models risk misspeci-
fication.

If pattern description is too simple for some applications,
it is unnecessarily complex for others. A linear spline pattern
description is, essentially, a smoother. Some data are already
so smooth that additional smoothing is superfluous. For example,
population time series data at the local level are usually not
actual measures of the population in each year or month, but
interpolations between measures of one census and another. These
interpolations are smooth by definition, and further smoothing is
not necessary. Likewise, pattern description may be unnecessary
for data that have been manipulated in any other way that
produced a smooth series, or series that are too short (say, 10
observations) to show much variation. Raw data are unlikely to
show such smoothness, but when they do, pattern description is
not needed.

The chief limitation of time series pattern description is,
paradoxically, also its chief advantage: simplicity. As long as
pattern description is used only as its name implies, to describe
the general pattern of a variable over time, simplicity is an
advantage. However, users without a statistical background may
find a pattern description so simple and so compelling that they
are tempted to leap from descriptive conclusions to explanatory
conclusions (for example, to forecast by extending the most
recent 1line segment, or to assume that a turning point implies

105ee the SAC publication, "How to Handle Seasonality,"” for
a review. For another example, see "A Series Containing Seasonal
Fluctuation," page 32, below. For an alternative method of
handling autocorrelation, see Shine, 1981,1982.
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some intervention). If a picture is worth a thousand words, then
a graph of a linear spline pattern description may be excessively
verbose. It may appear to say more than it should. Therefore,
users should be careful to use pattern description as a founda-
tion for explanatory analysis, not as a substitute for it.
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THE METHOD OF PATTERN DESCRIPTION

Time éeries pattern description by a line segment fit (lin-
ear spline regression) requires two steps. First, the analyst
must find the best-fitting straight line, two segment line, three
segment line, and so on, for the time series at hand. Second,
the analyst must choose the overall best line segment fit from
these alternatives.

SAC has compiled a package of computer programs that will
find the best-fitting segmented line, given user criteria, and
graph it. However, using this package is not a completely auto-
matic process. As we have discussed above, pattern description
has two criteria, simplicity and accuracy. While the package
provides quantitative information as to the accuracy of a given
segmented line, choosing an accurate fit that is also simple
requires the user to make substantive decisions. The user must
base the choice of best description not only on quantitative
information but also on aspects of the practical situation, such
as the questions that the audience is asking about the pattern of
change over time in the variable.

The simplicity and accuracy of a pattern description depend
upon each other. The most accurate description probably will not
be simple, and the simplest description probably will be less
accurate. For example, we could fit a 99 segment line to a 100
observation series, and produce an accurate, but certainly not a
simple, pattern description. Choosing the best pattern descrip-
tion for a series requires the user to combine quantitative
information about accuracy with qualitative information about the
accuracy and simplicity the situation at hand requires. This
section is a guide to the use of both kinds of information to
find the best pattern description.

The Line Segment Fit Package

SAC uses two computer programs that calculate and graph
segmented lines (linear splines). The Hudson/Fox program
(Hudson,1966; Fox,1978; Block,1979) performs an exhaustive
iterative search for the most accurate line segment fit,
according to a least squares criterion, but it does this only for
two segment lines. The Ertel/Fowlkes program (Ertel and
Fowlkes,1975,1976) searches for the best line segment fit for any
number of segments, also according to a least squares criterion,
but the search is not exhaustive.

The Hudson/Fox program is easier to use than the Ertel/
Fowlkes program, because it requires the user to make fewer
decisions. It always finds the best-fitting two segment line,
given one criterion: minimum length of a line segment. It has,
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however, a major disadvantage: it cannot calculate a linear
spline regression that has more than two line segments.

The Ertel/Fowlkes program requires more participation by the
user. It performs an abbreviated, not an exhaustive, search for
the best-fitting segmented line. The user must choose the
criteria for this abbreviated search, and then must interpret the
results in light of those criteria. Thus, it is more difficult
to use, but it can calculate linear spline regressions with more
than two line segments.

Those who want a two segment line that they can produce
almost automatically should use the Hudson/Fox program. Those
who do not want to limit their pattern description to a two seg-
ment line should use the Ertel/Fowlkes program. Part II of this
guide, the "Technical Manual," contains instructions for using
each of these programs on the computer system of the Illinois
Criminal Justice Information Authority. The following section
contains a general description of what each program does, and
guides the user in interpreting the results.

Hudson/Fox Two Segment Lines

The Hudson/Fcx program finds the two segment line that best
describes the data, by calculating every possible two-segment
linear spline regression, and choosing the regression with the
smallest sum of square residuals (SSR). As an example of Hudson/
Fox results, figure 3 shows the best-fitting two segment line for
the same series as figure 1 (page 5), felony commitments to the
Illinois Department of Corrections.

The only user option required to produce a Hudson/Fox two
segment line graph is to choose the minimum length for a line
segment. Given that specification, the Hudson/Fox program com-~
putes every two-segment linear spline regression. For example,
if the series is 100 observations long, and the user wants
neither segment to be shorter than three observations, the pro-
gram will calculate every two-segment linear spline regression
with a turning point between observation 3 and observation 97.

The Hudson/Fox program then calculates the SSR for each of
these regressions, chooses the fit with the smallest SSR, and
plots it in a graph, such as figure 3. Information about the fit
(the intercepts and slopes of the line, and the SSR) also appears
on the graph.1! The user may, instead of a plot of the single
best fit, request intercept, slope, and SSR information for each
two-segment spline regression.

1MAn F value also appears on the graph. See the next sec-
tion for an explanation.
For examples and Instructions for using this information,
see Part II of this report, the "Technical Manual."
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Thus, the Hudson/Fox two segment line program produces a
plot of the raw data, with the best-fitting two segment line
superimposed on it. It will also plot the best-fitting straight
line (ordinary 1least squares regression line). The user may
choose a plot of the straight line only, the two segment line
only, or both. The user has other plotting options, such as the
x-axis and y-axis range of values, and the labels to be printed
on the graph. These details are discussed in Part II of this
guide, the "Technical Manual."

Ertel/Fowlkes n Segment Lines

A program that would examine every possible linear spline to
find the best-fitting segmented line with two, three, four, five,
and so on segments would be so large and unwieldy that it would
be neither simple nor inexpensive to use (Tishler and Zang,1981:
982). The Ertel/Fowlkes program provides an alternative to such
an exhaustive search, and produces results that, for the two seg-
ment case, are usually the same as Hudson/Fox results. Like the
Hudson/Fox program, the Ertel/Fowlkes program searches for the
fit with the smallest SSR, but the search is abbreviated, begin-
ning with an initial routine that reduces the number of calcula-
tions necessary. The Ertel/Fowlkes algorithm has two parts: an
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initial search for a starting partition, and a more exhaustive
search for the best linear spline fit. The user must set
criteria for each part.

The initial search for a starting partition fits an ordinary
least squares regression to the first n observations in the ser-
ies, 13 predicts from this the next (n + 1) observation, and cal-
culates the standard error by which the actual n + 1 observation
differs from the predicted n + 1. It then fits a regression to
the first n + 1 observations, and continues, all the while cumu-
lating the standard errors and counting the number of observa-
tions in this "run" of positive or negative standard errors. If
it encounters a positive standard error in a run of negatives (or
vice versa), it stops cumulating and begins again with a new run.
This continues until both of two things happen: 1) the length of
a run of positive or negative standard errors reaches a minimum
number of observations, and 2) the cumulated standard error in
the run reaches a minimum. When both c¢f these happen, the pro-
cess stops, and the program records a partition that begins with
the first observation in the series and ends with the initial
observation in the run that met the two minima. The process then
begins again, starting with that initial observation in the run.
The eventual result, after this search has continued to the end
of the series, is a partition of the series into segments. The
second part of the Ertel/Fowlkes algorithm then begins with this
starting partition, and searches for the best fit.

The user sets two criteria for the initial search: the mini-
mum length of run and the minimum cumulated standard error.
These two criteria, and the characteristics of the series, deter-
mine the starting partition that the initial search will find. A
conservative choice, a long minimum run length for example, may
result in a starting partition with only one segment (a straight
line). With the same series, but a shorter minimum run length,
the program may find a starting partition with two, three or more
segments. The starting partition, in turn, determines the maxi-
mum number of segments that the second step of the program will
find in any segmented line. With a starting partition of three
segments, for example, the second stage of the program will
search for the best-fitting three segment line, two segment line,
and %Eraight line, but it will not search for a four segment
line.

The second step of the Ertel/Fowlkes program begins with the
starting partition, and conducts an iterative search for the
best-fitting spline, using a least squares criterion. After it
fits a linear spline to the starting partition and calculates

13The program sets n equal to the user-specified minimum
length of run.

T4See Part II (the "Technical Manual") for instructions,
suggestions, and examples for choosing the minimum run length.
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the associated SSR, it begins to move observations, one observa-
tion at a time, from one segment to another, and calculate each
linear spline regression and each SSR. It continues to move ob-
servations as long as the SSR continues to decrease, maintaining
the minimum segment size set by the user. By this iterative
search, the program finds the best-fitting spline that has the
same number of segments as the starting partition.15 It next
begins to search for the best line segment fit with one fewer
segment. It combines segments one and two, and then searches for
the smallest SSR by moving observations from segment to segment,
as before. When it can no longer reduce the SSR, it goes back to
the original line segment fit, combines segments two and three,
and begins the search again. The final result will be line
segment fits for whatever number of segments the initial search
found, and for each fewer number, including a one segment
(straight line) fit.

For example, figures 4a to 4f show the entire Ertel/Fowlkes
graphic output for the felony comnitment series. For this exam-
ple, we set a minimum run length of six observations for the
initial search, and a minimum segment length of 12 observations
for the final line segment fit. The initial search found a
starting partition with five segments. From this partition, the
second step of the program searched for the best-fitting five
segment line, and found the line graphed in figure Uia, The
program then combined these segments, two at a time, and searched
for the best-fitting four segment line (figure U4b), the
best-fitting three segment line (figure lUe¢), and the best-fitting
two segment line (figure 4d).16 Finally, the program calculated
and graphed a straight least squares regression line (figure l4e).
(See the next section for a discussion of figure 4f, the final
graph produced by the Ertel/Fowlkes program.)

15Although the number of segments in this line segment fit
will be the same as the number of segments in the starting parti-
tion, the distribution of observations among the segments may be
very d%fferent.

16Note that the two segment line found through the abbrevia-
ted Ertel/Fowlkes search is essentially the same as the two seg-
ment line found through the exhaustive Hudson/Fox search (figure
3). The slight difference in slopes and intercepts is due to
slightly different methods of calculation. Ertel/Fowlkes calcu-
lates spline regressions so that the turning points are halfway
between two observations (86.50 in this case). Hudson/Fox calcu-
lates an exact turning point, either exactly at an observation or
the exact point (to three decimal places) between observations
(86.259 in this case). Such a difference affects the slopes and
intercepts slightly, but not enough to have any effect in most
practical decision situations. Still, before making a major de-
cision based on an Ertel/Fowlkes two segment description, it is a
good idea to compare it to the exhaustive Hudson/Fox two segment
line.
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Example of a Complete Ertel/Fowlkes Graphics Output

Figure la
(Five Segment Line)
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(Four Segment Line)
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Example of a Complete Ertel/Fowlkes Graphics Output (Cont.)

Figure Uc
(Three Segment Line)
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Example of a Complete Ertel/Fowlkes Graphics Output (Cont.)

Figure le

(One Segment Line)
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Thus, the Ertel/Fowlkes program produces a package of alter-
native line segment fit pattern descriptions. The number of
graphs in the package depends upon the number of line segments
found in the initial search for a starting partition, which de-
pends upon the user's criteria. As with the Hudson/Fox program,
the user has options as to the plots themselves--~the labels, the
ranges of the x-axis and y-axls, and so on. Part II, the
"Technical Manual," discusses all of these options for obtaining
Ertel/Fowlkes results. In the remaining sections of this guide,
we discuss how to interpret results once they have been obtained.

Choosing the Best Pattern Description

Both the Hudson/Fox and the Ertel/Fowlkes programs produce
alternative pattern descriptions of a time series. The Hudson/
Fox program produces graphs of the best-fitting two segment line,
and (optionally) the best-fitting straight line.17 The Ertel/
Fowlkes program searches for the best line segment fit with the
greatest number of segments, given the characteristics of the
series and the user's criteria, and then searches for the best
fit for each lesser number of segments. Each of these line seg-
ment fits is an alternative description of the pattern of change
over time in the series., The question to be asked now is this:
which of these alternative pattern descriptions is accurate
enough, yet simple enough, to use in the situation at hand?

The user must weigh the degree of accuracy produced by a
particular segmented line pattern description against both the
degree of accuracy required to answer the questions at hand and
the degree of simplicity the audience or the practical situation
requires. Thus, the choice of the "best" description depends not
only upon the degree of precision and accuracy of alternative
line segment fits, but also on a variety of considerations
relevant to the particular application. The technique of time
series pattern description is not just an exercise in
interpreting quantitative information. Pattern description must
also be qualitative.

This section describes some quantitative and qualitative
guidelines to choosing the best overall pattern description.
Although the choice of the best pattern description is necessar-
ily subjective, these guidelines provide a framework for that
subjective decision.

TTEven if the user does not choose to obtain a straight line
graph from the Hudson/Fox program, the program calculates (inter-
nally) a straight line (ordinary least squares) regression. The
complete regression statistics, if requested, appear on the non-
graphic output, and the regression information is used in the
calculation of the F value.
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In addition, regardless of which pattern the user ultimately
chooses, the comparison of one pattern to another can be
instructive. Comparing alternative pattern descriptions draws
the user's eye not only to discrepancies from each pattern, such
as extremes, cycles, and changes in variation, but also to subtle
differences between more and less complex patterns.

Indicators of Accuracy

Poirier (1976:107-144) surveyed estimation methods for the
most accurate spline fit and concluded that, unless we begin with
a finite set of possible turning points, there is no way to find
the best-fitting of all possible segmented lines.18 He recom-
mends that we consider using conditional probability (Bayesian)
methods, which begin with some prior information as to the loca-
tion of points of structural change.19 But where do we get this
prior information? An initial pattern description,; coupled with
familiarity with the characteristics of the data set, can provide
the background information necessary for explanatory analysis,
including estimation and hypothesis testing. However, at the
initial descriptive stage of analysis, exact statements of
accuracy are not possible.20

The two indicators of accuracy discussed in this section are
not, therefore, exact estimates of the best of all possible line
segment descriptions, and cannot be used to test hypotheses or to
establish confidence intervals for turning points. Cne of the
indicators provides a graphic summary of the relative amount of
accuracy in the alternative segmented lines produced by the
Ertel/Fowlkes program, and the other indicator compares two
alternative fits, such as the Hudson/Fox straight line and two
segment line. Neither indicates the exact amount of accuracy,
but either can be used as a general, exploratory indicator of
relative accuracy, in conjunction with the indicators of simplic-
ity (below) to arrive at a subjective decision as to the best
pattern description for a particular situation.

18nclassical attempts to both estimate the unknown switch
point (or knot) and test for parameter change across regimes (or
segments) are almost surely to break down since under the null
hypothesis of no parameter change, the unknown switch point or
knot is not identified" (Poirier,1976:142).

9According to Wahba (1978), spline smoothing is equivalent
to Bagesian estimation with a partially improper prior.

OFeder (1975a,1975b) discusses the problem of inferring
that two adjacent segments are identical (that the segmented line
contains one fewer segment). He shows (1975b:84) that, although
chi square results are applicable under "suitable identifiability
conditions,”" if there actually are fewer segments than in the
model, "then the least squares estimates are not asymptotically
normal and the log likelihood ratio statistic is not asymptoti-
cally X2."
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@ Cp Plot

A Cp plot, such as figure 4f, graphically shows the amount
of bias versus the amount of random error in a number of alterna-

tive regression equations. In the case of pattern description,
the alternative equations are various line segment fits. Devel-
oped by Mallows (1964; also see Gorman and Toman,1966; Mallows,
1973,1980; Kennard,1971; Danlel and Wood,1980), the Cp plot
differentiates between two components of error: bias and random
error.21 Bias is the difference between the expected values of
the true (unknown) equation and the expected values of the
equation being used to fit the data. Random error is the randon
variation around the expected value of the fitted equation. We
may decrease bias by increasing the number of terms in the
equation, but the random error may then increase.

Cg is a relative, not an absolute, measure of accuracy. It
indicates the accuracy of a certain line segment fit relative to

a group of alternative fits. If we have a number of alternative
equations, we can plot the Cp against the p for each equation.
P is equal to one plus the number of segments, and Cp is defined
below.22 Those line segment fit equations with little or no bias

will cluster around the line Cp = p. Equations with substantial
bias will plot above the line.

For example, in figure Uf, which is the Cp plot for the five
alternative line segment fits for felon commitments (figures
la-le), the distance from each plotted Cp value and the line Cp =

p indicates the amount of bias in the line segment fit, and the

distance from the line Cp = p to the x-axis indicates the amount
of random error. Thus, for the two segment fit, the total error

(Cp) is 18.7, consisting of random error (3.0) plus bias (15.7).
For the five segment fit, the total error is 6.0, the random
error is 6.0, and the bias is negligible, or about zero. For the
one segment fit, Cp is completely off the chart (200.4), and
since the amount of random error is low (2.0), the amount of bias
is very high. The two, three, and four segment fit Cp's are
closer to the estimated zero bias line than the one segment Cp,
but the five segment Cp is actually on the line. The five
segment fit, therefore, has more random error but less bias than
the four segment fit. Although the four segment fit has more
bias, the user may decide to accept this degree of bias in
exchange for a simple pattern description. The Cp lot
graphically illustrates the gains and losses involved in making

this choice. Thus, the Cp plot assists the user in making what
is, essentially, a subjective decision.

21The Cp plot is similar in concept to the scree plot used
in factor analysis. See Cattell (1966) or Harman (1976).

2The number of possible line segments is, of course, lim-
ited by N. In practice, SAC limits the number of line segments
to a maximum of 10, regardless of N. See Part II, the "Techni-
cal Manual.”
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Cp is defined in the following way:
Cp = --52 - (N - 2p)

Where: SSRp is the sum of square rﬁyiduals from a line seg-

ment fit with (p -~ line segments;
s is an unbiased estimate of the variance;
N is the number of observations;
p is the number of line segments plus one.

The calcu%gtion of Cp depends upon an unbiased estimate of
the variance (s%).23 As ‘an estimate of variance, Mallows uses

he variance of the best-fitting regression of the alternative

regressions being compared. Therefore, the Cp for a certain line
segment fit might change, depending on the estimate of variance,
which depends on the line segment fit with the smallest SSR of
the line segment fits being compared, which depends on the
starting partition. Given different user criteria, the initial
search routine of the Ertel/Fowlkes program will find different
starting partitions.24 Thus, a starting partition of five
segments will result in five alternative line segment fits: a
five segment fit, a four segment fit, a three segment fit, a two
segment fit, and a straight line. The estimate of variance used
to calculate the Cp for each of these five will be the variance
of the best-fitting regression of the group.25 Now, another
Ertel/Fowlkes run with the same series, but different criteria
for the initial search, might result in a starting partition with
four segments, and thus a four segment fit, a three segment fit,
and so0 on. These two separate runs may produce identical three
segment fits, with exactly the same line segments and exactly the
same SSR's, but with different Cp's, One Cp is being compared to
a set of alternative fits that includes a five segment fit (with
a low SSR), and the other is being compared to a different set of
alternatives. Ther'efore, use Cp as a relative measure of
accuracy.

The next section of this guide provides a number of examples
of the use of the Cp plot as an indicator of relative accuracy.
Together with the other guidelines to accuracy and simplicity,
these examples will help the user choose the best segmented line
pattern description for a given situation.

23See Wahba (1977) for a discussion of the situation when
the vaﬁiance is not known.

24Part II of this guide, the "Technical Manual," contains
suggestions and examples for choosing criteria for the initial
search routine.

25This will usually, but not always, be the line segment fit
with the greatest number of segments. See "Fewer Segments may be
More Accurate," page 44 below.
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@ The F-Test

Because the Ertel/Fowlkes program produces a number of alter-
native line segment fits, the Cp plot, which is a graphic means
of comparing numerous alternative fits, is well suited to 1it.
However, it is not particularly suited to choosing between only
two alternative fits, such as are produced by the Hudson/Fox pro-
gram.26 Cox (1971) and McGee and Carleton (1970; also see Chow,
1960:602) suggest an F-test as an indicator of the degree of
improvement in the least squares fit with the addition of a line
segment.27 We have found an F to be very useful as a general
indicator of the accuracy of the best-fitting two segment line
relative to the best-fitting straight line. It should be used,

however, only as a rough, exploratory indicator, and not an exact
statistic.28

It is defined in the following way:

F = (8SRg_4 - SSRg)/2

- o . Gve Bun Y . - £

SSRy/ (N - 2s)

Where: SSRS is the sum of square residuals for a line seg-
ment fit with s segments;

SSRy_4 is the sum of square residuals for a line seg-
ment fit with one fewer segment than SSRS;
s is the number of line segments in SSR

2 and (N - 2s8) are the degrees of freedom. 8°

For example, the two segment Hudson/Fox fit for felony com-
mitments (figure 3, page 15) has a very high F value (339). With
2 and 200 degrees of freedom, and given the usual assumptions for
F tests, the probability that this two segment description is not
really more accurate than the best straight line description is
less than .001 (one in a thousand). However, because at least
one of these assumptions, independence of observations, does not
usually hold for time series, the F value should be interpreted
in a descriptive, exploratory way. Rather than saying that the

26Although we recommend that the Cp plot be used with Ertel/
Fowlkes results, and the F be used with Hudson/Fox results, a
Cp can be calculated for a Hudson/Fox two segment line, and an F
value can be calculated for any of the n segment lines produced
by Ertel/Fowlkes. The equations given here for Cp and F can be
generally applied to any number of segments.

We are also grateful for the suggestions of an anonymous
reviewer.

The interpretation of the F value in pattern description
is analogous to the interpretation of the F value as a general
indicator of the presence of stable seasonality in the Census
X-11 program.
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pattern of felony commitments suddenly changed direction in
January 1972, say that the number of felony commitments per month
stayed fairly steady (about 190 or 200) in the late 1960s, and
then increased rapidly in the 1970s.

The F value appears on each Hudson/Fox plot, with the other
information about the fit (turning point, intercept, slopes, and
SSR). For examples of the use of the F in conjunction with other
guidelines to choose the best pattern description for the situa-
tion at hand, see the following section.

Indicators of Simplicity

The amount of accuracy versus simplicity a particular
gsituation requires is very subjective and difficult to quantify.
The analyst can, however, ask a standard set of questions about
each pattern description problem. These questions--the maximum
number of segments, the minimum length of any segment, and the
minimum amount of change between one line segment and the next
that could possibly make a difference to the audience and to the
question or decision under discussion--are discussed in this
section.

The answers to these questions will determine the user cri-
teria for the line segment fit programs. They will also provide
guidelines for weighing accuracy against simplicity in the choice
of a single best description from among the alternative line
segment descriptions produced by the programs.

® Length and Number of Segments

The fewer the number of line segments, and the longer the
length of each line segment, the simpler the pattern description.
The user should ask: what is the shortest time interval that
would affect the situation at hand? What is the largest number
of changes in the pattern of the series that would affect the
situation at hand? As a general rule, choose the simplest possi-
ble pattern description--the segmented 1line containing the
longest segments and the fewest segments--that will still answer
the question at hand.

The user must make two decisions: the shortest acceptable
length for any line segment, and the greatest acceptable number
of line segments. These two decisions are interdependent. The
number of segments can be no greater than the number of observa-
tions in the series divided by the number of observations in the
shortest acceptable line segment. Suppose we have a series that
is 144 observations long (a 12-year monthly series), and we say
that we will not permit any single segment to be shorter than 24
months. In that case, the greatest possible number of line seg-
ments will be six. Thus, although minimum line segment length is
a user option with both line segment fit programs, and number of
segments is not an option, choosing a minimum line segment length
implies a choice of maximum number of line segments.
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Different choices of minimum line segment length, when
translated into user opticns for the Ertel/Fowlkes and the
Hudson/Fox programs, can produce very different pattern descrip-
tions. For example, five-month and 12-month options for the same
series, Chicago homicides without a gun, produced different line
segment fits (figure 5). When allowed a minimum segment length
of five months, the Ertel/Fowlkes program found an eight segment
line (figure 5a). When the minimum segment length was 12, the
program found a three segment line (figure 5b). The eight
segment fit may be more accurate, but does such a complex
description really matter in the situation at hand? Does de-
scribing such a brief change as the five-month-long dip in early
1975 make any practical difference, or is the audience interested
only in changes that occurred at least 12 (or more) months apart?
Only the user, who knows the needs of the practical situation,
can determine this.

8 Difference between Neighboring Segments

A given segmented line may contain adjacent segments that
are really very similar to each other. They may both increase
(or decrease), but at slightly different rates. Should segments
such as these be combined into one long segment, producing a seg-
mented line with one fewer segment in it, or is the small amount
of change from one segment to the next important in answering the
questions at hand? A segmented line with more segments will
often be more accurate, and Feder (1975a:68; also see Poirier,
1976:131) suggests a complex "rule of thumb" for inferring that
two adjacent segments are identical.29 However, the decision
must depend not only on accuracy, but also on the degree of
accuracy and simplicity the situation requires. Does a slight
difference in slope between one line segment and the next affect
the practical situation?

For example, the alternative line segment descriptions of
felony commitments (figures YJa-Ud above) differ in the degree of
detail they show in the latter part of the series, from the early
1970s through 1981. All the alternative patterns (except the
straight 1line) show a long segment, increasing slightly, from
1965 through 1971 (or slightly longer). They all show a rapid
increase in the 1970s. The only difference is the amount of
detailed change shown within this rapid increase. Each alterna-
tive contains progressively more detail, until the five segment
fit (figure Ua) describes a rapid increase in 1974, a slight
increase from 1975 to 1978, another rapid increase in 1979, and a
slightly less rapid increase in 1980 and 1981. The four segment
alternative description (figure Y4b) is similar to the five seg-
ment line in all respects, except that it draws a straight line
from 1979 to 1981.

29See note 20, page 22 above.
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Different Minimum Segment Lengths for the Same Series

Figure 5a
(Eight Segment Line)
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What degree of precision does the situation require? Do you
need to know whether or not the rate of increase changed between
1974 and 1981, or do you need to know only whether or not there
was a general increase during those years? If additional seg-
ments are not important to a practical decision, there is no rea-
son to choose a complex description over a simpler description,
even iIf the complex fit is more accurate.

29




0NN EEREEREENDN~SSENEEEDREE

30




EXAMPLES OF PATTERN DESCRIPTION

Time series pattern description is as much an art as it is a
science. Although the pattern description computer package, with
its graphic descriptions and Cp plots, provides much information
regarding the accuracy and simplicity of alternative patterns,
this information cannot be interpreted mechanically. Every prac-
tical situation is slightly different.

Like all arts, time series pattern description requires
practice. The more familiarity the user has had with a variety
of practical decision situations and a variety of time series,
the easier pattern description will be. In this section, we give
users the benefit of some of our experience in describing pat-
terns over time of criminal justice data. The examples below are
a selection of pattern descriptions SAC has done during the
development of the method. Most of the examples are the result
of requests from criminal justice personnel and other SAC users
for answers to practical questions involving time series pattern
description.
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A Series Containing Seasonal Fluctuation

The pattern of change in the number of Index burglary offen-
ses known to the police in Illincis during the 10-year period
from 1972 through 1981 is best described as a three segment line
(figure 6a). However, the best description of the same series
ad justed for seasonality (figure 6b) is somewhat different.

The best description of the raw data, the number of Index
burglaries occurring in Illinois, 1s a three segment line that
increases rapidly from 1972 to 1974, decreases slightly in 1976,
and gradually increases over the next five years. In 1972, there
were about 7,000 burglaries known to the police in a typical
month, but in 1981, there were almost 12,000.

Burglary in Iilinois fluctuates slightly with the seasons.30
There are usually more burglaries in August than in other months.
This seasonal fluctuation is much more clearly present in the
later years than in the earlier years.

Although the degree of seasonal fluctuation is slight, it
does obscure one interesting aspect of the pattern of change over
time in Illinois burglary. The best description of the sea-
sonally adjusted series is a six segment line. The difference
between the two descriptions may be important for some decisions.
Although the description of the raw data shows that burglary
increased in 1980 and 1981, the description of the adjusted
series shows that, controlling for seasonal fluctuation, burglary
decreased in those years.

In general, removing seasonal fluctuation removes variation
due to a known cause (the seasons). With this variation removed,
other patterns in the series will be easier to detect. However,
the process of removing seasonal fluctuation is not completely
objective. It is a complex transformation that may add system-
atic error to the series. Therefore, we recommend two things:
1) Do not assume that every monthly series is seasonal. Begin
with a question, not an answer. Ask yourself, "Is this series
seasonal?", and set some objective criteria to determine your
answer. 2) Never lose sight of the raw data. Examine the pat-
tern over time of the raw data before examining the pattern of
the seasonally adjusted data.31

30For details of this analysis of seasonality, contact the
authors.

31For an introduction to using the most common seasonal
analysis methods, see the SAC publication, "How to Handle Season-
ality."
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Initial Search versus Final Search Criteria

The pattern description of the number of Index larceny/theft
offenses known to the police per month in Quincy, Illinois, from
1972 to 1981 (figure T) illustrates the different uses of the
criterion for the initial search (run length) and the criterion
for the final fit (shortest segment length).

We often find that it is a good idea to use a conservative
(short) initial search criterion, even though we know that we
will not want such short segments in the final description. The
object of the initial search is to find a beginning partition for
the second stage, the exhaustive search. If the criterion is too
long, the initial search may find a partition with only one, two,
or three segments. Even though you may eventually decide that a
fit with one, two, or three segments is the best description, you
want to base this decision on a comparison of a number of alter-
natives. If you start with a short initial search criterion, you
are more likely to get these alternatives.

For example, in the larceny/theft series, we decided that we
did not want a pattern description containing any segment with
fewer than 12 observations. However, an initial search criterion
of 12 found a starting partition with only two segments. On the
other hand, an initial search criterion of eight results in a
partition with five segments. Figure 7 shows the results of the
exhaustive search that began with this five segment partition.

The best five segment pattern description contains a segment
with only eight observations (figure Ta). This short segment
appears also in the best four segment description (figure 7b).
However, the best three. segment fit does not contain any segment
shorter than our criterion of 12 observations. It is 1less
accurate, according to the comparative SSR's and the position on
the Cp plot (figure T7f), than the four or five segment descrip-
tion, but it is more accurate than the two segment description,
and it meets the criterion for minimum segment length. Unless we
have some substantive reason to change that criterion, the three
segment description (figure 7c) seems to be the best.
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Different Initial and Final Search Criteria

Figure Ta
(Five Segment Line)
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Figure Tc
(Three Segment Line)
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Figure Te
(One Segment Line)
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Comparing Patterns of Two Series

A common use for time series pattern description involves
comparing the pattern in one series to the pattern in another.
In response to such a request, we compared the pattern of change
in the number of Index burglary offenses known to the police from
1972 to 1980 in Champaign and Danville, Illinois, which are
neighboring cities.

While Champaign generally had more burglaries than Danville,
it was the different patterns of change over the nine years that
proved to be most interesting. The number of burglaries in
Champaign (figure 8a) fluctuated around 80 a month during the
early years, from 1972 through early 1977, but then increased
rapidly. By 1981, the number of burglaries in a typical month
was approaching 140. In comparison, burglaries in Danville
(figure 8b) increased in the early years, from 1972 through 1974,
but then decreased. Instead of increasing rapidly after
mid-1977, Danville burglaries increased only slightly.

In comparing the patterns of two series, be sure that the
scales of the two graphs are the same. Otherwise, what seems to
be a "rapid" increase on one scale may seem to be a "slight" in-
crease on the other scale. Consider whether you want to use raw
numbers, or rates per capita. If you want to compare crime in a
single year in two places, it is better to use rates, but if you
want to compare patterns over time, it may be better to use raw
numbers. (See the section, "Rates versus Raw Numbers," page 50
below. ) In this case, the state's attorney wanted to know the
pattern over time of the number of burglaries. The patterns of
the rates would not have answered his question.
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Time Series Specification

Time series specification divides a time series into compon-
ents, and compares the patterns of the components to the pattern
of the whole. If the pattern of one component is similar to the
pattern of the whole, and the pattern of the other component is
different, then the pattern of the whole has been specified.
That 1is, the pattern of change over time in that component
accounts for the pattern of change over time in the whole. Time
series specification is similar to cross-sectional specification
(Selvin,1972; Kendall and Lazarsfeld,1950,1955; Hyman,1955) in
that it defines the conditions under.which a phenomenon occurs.
In cross-sectional specification, that phenomenon is a certain
association between two variables. In time series specification,
that phenomenon is a pattern of change over time.

For example, the best description of the pattern of Chicago
homicides from 1965 through 1976 is a three segment line that
increases rapidly from 1965 to 1970, levels off from 1970 to
1974, and decreases rapidly in 1975 and 1976.32 One possible ex-
planation for this pattern is that it was caused by a similar
pattern of change in the number of homicides committed by young
people. If this demographic explanation is true, then the pat-
tern of homicides committed by young people should be similar to
the pattern of total homicides, and the pattern of homicides
committed by other age groups should be different. However, this
is not the case. The patterns of homicides by youthful offenders
and homicides by other age offenders are more similar to each
other than they are to the pattern of the total homicide series.
Therefore, change in the number of homicides attributed to
youthful offenders cannot explain change in the number of total
homicides. The pattern of homicides is not specified by age of
the offender.

Having rejected offender's age, we considered other possible
specification variables, including race and sex of victim and
offender, victim-offender relationship, precipitating event, and
weapon. Only weapon specified the homic¢ide pattern (figure 9).
Homicides with a gun followed almost exactly the same pattern
between 1965 and 1976 as total homicides. Homicides without a
gun followed a completely different pattern. The pattern of
change over time of Chicago homicides is a conditional one: it
occurs only in homicides with a gun. Specification, of course,
does not explain the cause of change in Chicago homicides, but it
narrows the search for an explanation. We now know that, to
explain the pattern of change in Chicago homicides, we must first
explain the pattern of change in homicides with a gun.

32For details of this analysis, see the SAC publication,
"Patterns of Change in Chicago Homicide: The Twenties, the
Sixties, and the Seventies."
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Example of Time Series Specification

Figure 9a
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Simplicity versus Accuracy

A good example of the choice of simplicity versus accuracy
in a pattern description occurs with the series of homicide rates
from 1940 to 1977 in the East South Central states of the United
States. Figure 10a, a seven segment fit, is a more accurate and
more detailed descr’ption than figure 10b, a two segment fit.
The seven segment fit follows the dip during World War II
closely, and also shows a decrease in the final years, but the
two segment fit shows none of this detail. The greater accuracy
of the seven segment fit is indicated by its smaller SSR (6.86
versus 37.26 for the two segment fit), and by its Cp. The Cp for
the seven segment fit is 8.0, but for the two segment fit, it is
130.8. If accuracy were the only consideration, then, clearly,
the seven segment description would be the better choice.

However, accuracy 1is usually not the only consideration.
The two segment description has a clear advantage in simplicity.
Although it does not follow every dip of the raw data, the two
segment fit gives the reader a simple description of the overall
pattern of change over time. The homicide rate generally de-
creased in the 1940s and 1950s, and increased in the 1960s and
1970s. If this rough pattern description is all that the reader
needs, the seven segment fit would be superfluous. The seven
segment fit is so detailed that it can hardly be called a simple
desacription. It is not really simpler than the raw data, for
practical purposes.
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Simplicity versus Accuracy

Figure 10a
(Seven Segment Line)
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Figure 10b
(Two Segment Line)
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Fewer Segments may be More Accurate

It is not always true that a given line segment pattern
description with more segments will be more accurate than an

alternative pattern description with fewer segments. Here we
have two examples.

The best pattern description for the homicide rate from 1950
to 1977 in United States metropolitan counties, given the criter-
ion that no segment will be shorter than four years, is a four
segment line (figure 11a). The five segment alternative (figure
11b) has a higher total SSR. Similarly, a three segment fit
describes Canadian homicides attributed to a stranger better than
a four segment fit (figures 12a and 12b).

The Cp plots for the two sets of alternative descriptions
(figures 13a and 13b) illustrate this. The four segment descrip-

tion for metropolitan homicide is more accurate than the three or
five segment description, and the three segment description for
Canadian homicides by a stranger contains both less random error
and less bias than the four segment description.
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Homicide Rates in United States Metropolitan Counties

Figure 11a
(Four Segment Line)
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Canadian Homicides Attributed to a Stranger

Figure 12a
(Three Segment Line)
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(Four Segment Line)
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Cp Plots for United States Metropolitan County Homicides and
Canadian Homicides Attributed to a Stranger

Figure 13a

HOMICIDE RATES, METROGPOLITRAN COUNTIES, 1950-1977
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Short Line Segment

Although a pattern description containing short line seg-
ments is more complex than alternative descriptions with longer
segments, allowing for a short segment in the description may be
important in some practical situations.

For example, figures 14a and 14b are the best six segment
and five segment descriptions for the number of pecple released
each month from the Illinois Department of Corrections (IDOC).
The main difference between the two is the short fifth segment,
only 11 months 1long, in figure 14a.33 If such a short 1line
segment contributed no interesting information, it would be
better to choose the simpler alternative with fewer and longer
segments (figure 14b). In this instance, however, the IDOC was
interested in a pattern description that would include changes,
if any, that occurred less than a year apart, because it had an

"Early Release" program that temporarily stopped during those
months. '

334s a general rule, data that may be seasonal, such as this
monthly series, should be analyzed for the presence of seasonal-
ity before using a pattern description with a segment less than a
year long. According to our analysis, using the U.S. Bureau of
the Census X-~11 program, IDOC releases are not seasonal. See
Miller (1983).
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Rates versus Raw Numbers

A rate is a complex number constructed by dividing the num-
ber of occurrences by some total figure that represents the
opportunity for those occurrences to take place. A rate stand-
ardizes a figure against a base of comparison. For example, the
number of reported robberies per capita (the robbery rate) stand-
ardizes the number of reported crimes against the size of the
population. If we want to compare two cities, one more populous
than the other, the robbery rate would provide a fairer basis for
comparison than the number of robberies. The most common crime
rate has the number of reported crimes in the numerator and the
population in the denominator, but there are countless varia-
tions. The number of reported auto thefts could be standardized
against the number of registered autos. The familiar "unemploy-
ment rate" 1s the number of unemployed people standardized
against the number in the labor force.

Analysts use rates almost automatically to compare one place
to another or one population to another. However, a rate can be
misleading in comparing the same place and population over time,
because it is affected by changes in both the numerator and the
denominator. We have no way of knowing whether the pattern of
change over time in the rate is due to change in the numerator,
change in the denominator, or both. If the crime rate increases,
is the increase due to more crimes or to fewer people in the
population?3l If the unemployment rate decreases, 1s the
decrease due to fewer unemployed or to more people dropping out
of the labor force? The only way to answer these questions is to
examine the patterns over time of the raw data, not only the
pattern of the rate. Therefore, in geheral, pattern descriptions
of rates should be done only after pattern descriptions of the
variables that make up the rate.

The patterns of arrests and arrest rates in two census
tracts of Racine, Wisconsin, illustrate this. The arrest rate in
Tract 1 increased rapidly in the late 1960s, while the arrest
rate in Tract 6 hardly changed (figure 15a). If this were our
only information, we might be tempted to conclude (erroneously)
that Tract 1 arrests increased and Tract 6 arrests were stable in
the 1970s. Actually, the opposite is closer to the truth, as fig-
ure 15b shows. The pattern of the arrest rate reflects not only
the pattern of arrests, but also change over time in population
within each tract.

341n addition, population data are often available only in
10-year increments, while crime data are often available in
monthly or yearly increments. To compute yearly (or monthly)
rates, we must interpolate population figures. The variation
over time of the interpolated estimate is artificially smooth
within census periods, with artificially abrupt changes every 10
years. This pattern is reflected in the pattern of the rate.
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Patterns of Rates versus Patterns of Raw Numbers:
Arrests and Arrest Rates in Racine, Wisconsin

Figure 15a
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Series with Extreme Values

As discussed above (see "Appropriate Applications," page 7),
the decision as to whether or not to eliminate an extreme value
from a series should be based, in part, on the validity of the
extreme as a representation of what the series is measuring. Does
the extreme represent some unusual event that may never happen
again, or is it simply an unusually high or low occurrence of a
continuously defined phenomenon? Here, we offer an example of
each situation. '

The number of firearms reported stolen per month in Illinois
excluding Chicago was never more than 700 between 1969 and 1981,
except in October 1977, when there were 2500 (figure 16). Upon
investigation, we discovered that this extreme was caused by a
change in reporting practices. Before October 1977, Cook County
suburbs reported their stolen firearms through the Chicago Police
Department, and not directly to the Illinois Department of Law
Enforcement (I-DLE). Therefore, in excluding Chicago data from
this series, we had also excluded Chicago suburban data from the
early years. In addition, when the suburbs began to report
directly to the I-DLE, all their outstanding (uncleared) lost and

~Figure 16
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Figure 17
An Extreme that Actually Occurred

CHICAGO HUHICIDES. 1965 - 1978
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stolen firearm records were added to the file in a single month.
This produced the extreme value. To produce a series in which
the definition of stolen firearms is the same throughout, Cook
County suburbs should be separated from the rest of "downstate"
Illinois, and the October 1977 extreme should be eliminated.

In our analysis of the pattern of Chicago homicides from
1965 to 1976, we noticed that there were 110 homicides in Novem-
ber 1974, and 102 in October 1974, which were well above the
usual number (figure 17) . Should we' have corrected the series
for these extreme months? We considered doing that, but first
examined the series carefully to determine whether there was some
unusual event, a mass murder perhaps, that could account for the
extremes. We searched the Chicago Tribune for each day of those
months, asked Chicago police officers who were "on the streets"
at the time if they remembered anything unusual, and compared the
extreme months to all other months on a number of variables. We
found that the homicides committed in the two extreme months were
typical of homicides committed in all other months. There were
just more of them. We decided, therefore, to keep the extreme

" months in the analysis. We could not justify eliminating them or

weighing them less.
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Long and Short Series

Long Series

Although the collection of many criminal justice data series
is recent, compared to the collection of many economic data
series, a few crime series are very long. In such a series, a
simple description can be difficult to achieve. A 50~year-long
monthly series, for example, may have 50 alternative pattern de-
scriptions, too many for quick comprehension.

One way to deal with the inherent complexity of a long ser-
ies is to split the series into parts, and analyze each part
separately. However, this solution creates additional problems.
What objective criteria do we use to divide the series into
parts? Having divided the series, and described each part separ-
ately, how can we connect the descriptions into a unified whole?

Figure 18

Yearly Patterns in a Long Series
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Another solution, in the case of a monthly series, is to
begin the analysis with a description of yearly aggregate data.
For example, the description of the pattern of the number of pri-
son releases per month in Illinois, averaged yearly (figure 18),
is relatively stable from 1953 to 1968, but declines from 1968 to
1974 and increases from 1974 to 1983, This yearly pattern de-
sceription may provide all the information a particular situation
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requires. If more detail is necessary, the yearly pattern can be
used as one criterion for dividing the series into parts. Since
the period after 1968 shows the greatest amount of fluctuation,
and since the more recent period was more interesting to IDOC
policy makers, we divided the series in 1968 for monthly analysis
(figure 19). The pattern description of the monthly series is
similar to the pattern description of the yearly series for the

1968 to 1983 period, but the monthly description contains more
detail.

Figure 19
Patterns in a Monthly Series
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Short Series

The fewer the number of observations in a series, the fewer
the possible number of segments in a pattern description, given a
minimum line segment length. Some series are so short that very
few alternative pattern descriptions, perhaps only a straight
line and a two segment line, are possible.

For example, the number of homicides between acquaintances
in California per month from 1976 %o 1979 (figure 20) contains
only 48 observations. If we limit the length of any line segment

to a minimum of 12 months, we are unlikely to find as many as
four segments.
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Figure 20

A Short Series
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Presence of a Possible Discontinuity

The reader of a time series graph generally assumes that the
graph shows the number of occurrences of some phenomenon over
time. The definition of the phenomenon remains the same; only
the number of occurrences changes. The very form of a line
graph, with connected dots marching steadily across the page, im-
plies that this is true. However, it is possible that it is not
true. Occasionally, the definition of the phenomenon changes in
the middle of the series. When such a change in definition
occurs, you do not really have one time series; you have two: one
before the change and one after. Because a segmented line
implies continuity of definition, it is not the appropriate pat-
tern description for such a discontinuous series.35

How can you tell if a series contains a discontinuous,
instantaneous change in its definition, or whether it is really a
continuous series containing a short but rapidly changing seg-
ment? There are explanatory time series analysis methods that

358 piecewise regression line is an appropriate pattern de-
seription for a discontinuous series. See note 3, page 6 above.
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will test the hypothesis that some intervention, such as a legal
change, caused a change in the pattern of the series.36 However,
at the initial, descriptive stage of analysis, intervention time
series analysis methods are not appropriate. It is not an inter-
rupted time series experiment, in which you have hypothesized
that an intervention occurred at a certain time. Instead, it is
an empirical description of an apparent discontinuity, which may
indicate a change in definition. The proper course of action at
this stage is to investigate the source of the data in order to
determine whether or not there was a change in definition.

For example, we initially thought that the unemployment in-
surance benefit series (figure 21) was discontinuous. The number
of people receiving unemployment insurance benefits in Illinois
tripled over a period of nine months, from about 90,000 in Octo-
ber 1974, to more than 270,000 in June 1975. To determine
whether or not the jump in the series was due to a change in the

Figure 21

An Apparent Discontinuity
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36For an overview, see Glass, Willson and Gottman (1975).
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way in which unemployment was defined or measured, we compared a
number of related data sets, read data manuals, and talked to
national and local data collectors. After a lengthy
investigation, we concluded that the data were really continuous.

If a series appears to have an abrupt increase or decrease,
first determine whether this apparent discontinuity indicates a
change in definition. The only way to do this is to investigate
the source of the data, which includes talking to the people who
collect and maintain the data. If you decide that the data are
defined the same way throughout, a segmented line (linear spline)
is the appropriate pattern description. Remember, however, that
because of the sharp increase or decrease, at least one of the
line segments will be very short.
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