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FOREWORD 

This volume represents a significant first step in the "development of 
scientifically tested prevention programs that meet the needs of States 
and local communities. The Handbook for Prevention Evaluation has been 
written to assist evaluators working cooperatively with program managers 
to apply their skills in the assessment and improvement of school, 
community, and family based prevention programs~ Much has been written 
in the scientific literature concerning the evaluation of action programs, 
such as'prevention; however, this text serves as a first in that it' 
di~ectly applies the state-of-the-art in evaluation and program design 
to drug and alcohol qbuse prevention programs. 

The pr,evention field has taken significant strides forward relevant to 
evaluation by breaking through the resistance and feat of evaluative 
findings that have proven to be so typical of social programing. In 
contrast the field of prevention clearly re~ognizes and accepts the 
tenet that if the field is to continue to develop and to emerge in the 
1980's as a'scientific discipline, this evolution will be based in part 
on the knowledge gained from evaluative research and program evaluation. 

The development of this volume and more importantly the National Preven­
tion Evaluation Resource Network (NPERN), cogently illustrate the many 
positive benefits to be derived from joint State-Federal projects. As a 
result of the consortium of States (Wisconsin, New Jersey", Pennsylvania) 
involved in this effort, a system for evaluation has been created that 
is sensitive and responsive to the unique evaluation needs of,State and 
local prevention programs without imposing constraints or inapplicable 
standards. Just as sound evaluation results from the partnership of a 
well trained evaluator and a skilled program staff"so too will effective 
prevention programs result from the partnership of" States, conmnmi ties, 
families, parents and the Federal Goverfunent. Effective prevention will 
be the goal ofNPERN. 
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William 'J. Bukoski~ Ph.D. 
Deputy Chief 
Prevention BnBnch 
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Division of Prevention and 
Treatment Development 
National Institute on Drug Abuse, 

iii 

~\ 
: ' , 



• 

This volume, part of a series of National Prevention Evaluation Resource 
Network publications, was developed for the National Institute on Drug 
Abuse by the Single State Agencies of Wisconsin, New Jersey, and 
Pennsylvania, under Contract Number 271-78-4607. Acknowledgment 
is made to Lawrence S. Burns for his professional advice and consultation. 
William J. Bukoski, Ph.D., served as the. NIDA project officer. 

John F. French is with the New Jersey Division'of Narcotic 
and Drug Abuse Control and Nancy J. Kaufman is with the 
Wisconsin Bureau of Alcohol and Other Drug Abuse. 

II /I 

The National Institute on Drug Abuse has obtained permission fro,!," 
tha copyright holder to reproduce the material which appears on,. 
pp. 21 through 26. Further reproduction of this material is prohibite? 
without specific permission of the copyright holder. All other material 
contained in this publication is in the public domain and may be used 
and reprinted without special permission. Citation as to source is 
appreciated. ,. 

DHHS Publication No. '(AIM)83-li45 
Printed 1981 Reprinted 1983 

Cover IIIustl'ation • Noel van cler Veen 

/, ~J 

o 

.. 

FOREWORD 

This volume represents a significant first step in the development of 
scientifically tested prevention programs that meet the needs of States 
and local communities. The Handbook for Prevention Evaluation has been 
written to assist evaluators working cooperatively with program managers 
to apply their skills in the assessment and improvement of school, 
community, and fail'iily based prevention programs. Much has been written 
in the scientific literature concerning the evaluation of action programs, 
such as prevention; however, this text serves as a first. in that it 
directly applies the state-of-the-art in evaluation and program design 
to drug and, alcohol abuse prevention programs. 

The prevention field has taken significant strides forward r~levant to 
evaluatipn by breaking through the resistance and fear ,.of evaluative 
findings that have proven to be so typical of social programing. In 
contrast the field of prevention clearly recognizes and accepts the 
tenet that if the field is to continue to develop and to emerge in the 
1980's as a'scientific discipline, this evolution wHl be based ill part 
on the ~owiedge gained from eval~ative research and program evaluation. 

The development of this voltune and more importantly the National Preven­
tionEvalllation Resource Network (NPERN), cogently illustrate the many 
positive benefits to be derived from joint State-Federal projects. As a 
result of the consortitun of States (Wisconsin, New Jersey, P~nnsylvania) 
involved in this effort, a system for evaluation has been created tha.t 
is sensitive alid responsive to the unique evaluation needs,\o;f. State and 
local prevention programs without imposjng constraints or inapplicable 
standards. Just as sound evaluation results from the parolership of a 
well trained evaluator and a skilled program staffs so toowiil effective 
prevention programs result from the partnership of St~tes, comm~itie~, 
families, parents and the Federal Government. Effect1ve prevent10n ~1ll 
be the goal of NPERN. 

William J. Bukoski, Ph.D. 
Deputy Chief 
Prevention Branch 
Division of Prevention and 
Treatment Development 
National Institute on Drug Abuse 

iii 

l' 

1\ .1\ 



~----------- -----------~----------------~--------------~----~----------------------------------~------------------

CONTRmUTING AUTHORS 

James R. Beniger 
Princeton Unversity 

Terry C. Bloom 
University of Wisconsin-Madison 

Nicholas Braucht 
University of Denver 

Brenna H. Bry 
Rutgers University 

WilliamJ. Bukoski 
National Institute on Drug Abuse 

Royer F. Cook 
Institute for Social Analysis 

Robert L. Emrich 
Pacific Institute for Restarcb. and Evaluation 

John F. French 
New Jersey Division of ~arcotic and Drug Abuse Control 

Teh-weiHu 
The Pennsylvania State University 

Nancy J. Kaufman 
Wisconsin Bureau of Alcohol and Other Drug Abuse 

Lynne D. Kaltreider 
The Pennsylvania State University 

Michael Klitzner 
Wisconsin Bureau of Alcohol and Other Drug Abuse 

(( 

Ii iv 

Erich Labouvie 
RutgerS University 

Nancy M~Donnell 
':(he Pennsylvania State University 

Barry Milcarek 
New York ,5tate Office of Mental Health 

Judith Mausner 
Medical College of Pennsylvania 

Gregory Muhlin . 
New York State Office of Mental Health 

Art Perlman 
Wisconsin Bureau of Alcoho! and Other Drug Abuse 

Arthur Richardson 
State University of New York 

Judy Schector . ) 

Wisconsin Bureau of Alcohol and Other Drug Abuse 

John T. SClper 
University {)f'Wisconsin-Madison 

Elmer L. Struening II C) 

New York State Office of Mental Health 

Jo~Swisher 
. The Pennsylvania State University 

. David Twain 
Rutgers University 

i/ 

:{O,) 

t 
I , 

. .FOREWORD • • • ••• 
PART I 

I~ TABLE OF CONTENTS 

· .... . i'tt 
Introduction . . • . . • • . . . 
Organization of the Guidelines . . . . 1 

2 
CHAPT~R 1: INTRODUCTION 
The Concept of Prevention • . . 
Modalities of Primary Prevention 
Evaluation of Prevention . . . . • . . . . . 

.... 

. . . . 

. . . . . . . . -' .... 
3 
5 
6 

CHAPTER 2: MODEL FOR EVALUATION 
• • II • 8 

Introduction . . . . . • 
Need for a Model. . • 
Evaluation Parameters . . . . . . 10 

Levels of Evaluation . . . . 
Information Type ..••• 

o • • • 

. . . . . 
Target Area . . , • . . • • . . . . . . . 

System~ Change Using Evaluation: Program De~eiopm~nt: : . 

11 
11 
12 
12 
13 Eval.uation Plan .•.•..••...•..•.. 

Analysis of Decision-Making Activity ..••.. 
Analysis of Program Activity . . . . . . . . • . 
D~v.elopment . of Alternative Eval¥ation Designs . 

.... . • . • 14 
. . . . . . . . 16 

Imti?l Selection of an Evaluation Design . • • . . . . 
P~tting the Evaluation Design Into an Operating Context . . 
FIeld Test of the Evaluation Plan 
Revise Evaluation Design. . • . : : : . . . : : : : : : : . 
~°tiuI'I:tiZ'nati~oDnata Collection and Analysis . • • . . . . • (J' '. "'. • • • • • • • 

.. ' . . . . . . . . . . . . . -
• • . • ,. -4".r..- -.... ~·il· • • • • • • • • I,' DeCISIon-Making Activity . . . • • . . • •. ll';;"';"~: '.' .. ;;:. ~ . 

• ~~, •. ",,~,\.~ •••••• '- ••••• II • 

Procedural Guidelines for the Evaluator '11 f.S'~:,~;~, .Ii\J a!] ~.~ . .. 
Conceptual Guidelines . . ,fi,~.... .~ ... -~- ~ " .. ~.'(;,.. ~. . . '. . 
Sociopoli-q,cal Guidelines . • • . . . f,",";. " .. • • • 
Contractual/Legal Guidelinp-s' . . •• ~;- ;. • " , J. 

•• ,,16 
17 
17 
17 
18 
18 
18 
18 
19 
20 

• • • 20 
••• 20 

Technkal Guidelines • • • . . . " : .• '." : F.Ea : ({ J~~: l 
Utility Guidelines ..... ~ . ~. . . . . 
Administrative Guidelines" LA' ~ . . . . 1\' .,. • • • j • 

21 
21 
22 

Moral/Ethical Guidelines: .... -. ~~ ~~~~~a:~.~ . . 
Conclusion • • • • . . . 

d ·~·········II ... , .. En notes • . . • • . --.~" ---", '- , ,,' r/ • • • • • • .• • • 0 • • yll 
. Re1terences . • .• •. . • . . . . . • . 'fIP" 
PART II 
Introduction, 

, - !:."~;--

22 
•• "0 23 

• • 24" 
24 
25 

• • II • • • • • • • • • • • • • • • • (I • • (I, • . . . . 
• '. • • • • • (I 26 

CHAPTE),{ 3: PROCESS EVALUATION-INDICATORS AND MEASURES 
Introduction . . II • • • ft • • • • • '. • • • • • • • • • • • \~ • • • 

Program Inputs .....'.....".......... II • 0 • • • 

H~an Resources: Staff and Participants ..•. • • . . 
Attitudes, Values, Beliefs, and Knowledge . • . . 
Physical Resources • 
Contextual Variables . . • . .'. 

Program Variables. • . . • . • • • . • • • 
Organizational Structure and Patterns 
Progr~ Service Delivery ••..••. 
Participant-Program Relationships '" 
Participant-Staff Relationships. . • • . • • 

... . " . 

• '! • • . . . . . 
• • 4' • · . . . . . 

~ . ,. 

• n. 
· . . . 
· . . . 
¥' • • • 

(' · . , " . 
• • t; • 

Endnotes . II • • •• ." • • • • • ., .". \\ 

R f . . . ~. . • II! • • 

28 
29 
29 
30 
31 

'. 32 
33 
33 
35 
36 
.37 
37 Staff-Staff and Staff-Program Relationships. • •• : ~): : • • • • : :. ,~. 

"':-. e erences . ... . . . . . . . . .. . . . \ 

Y "(C_" _J " " " " " " " 
38 
39 

I 
; 

~ : 



A 44 44 'i 

., 

• 

CHAPTER 4: OUTCOME EVAI.UATION-INDICATORS AND MEASURES 
Introduction . . . . • . • • • . 
Objectives . . . . . . . . . . . . • • • • 

Specifying Program Objectives 
Outcome Indicators . • • . . '. ..• .•.. 

Ultimate Indicators . . . 
Intermediate Indicators . • . . • . 

Data Sources. . . . . . " 
Issues in Prevention Measurement 

Self-Report, Archival, and Observational Measures 
Measures of Drug and Alcohol Abuse 
Protection of Human Subjects '>. 

Safeguarding Anonymity • . • . 
Examiner-Respondent Interac1:ion 
Consistency Scores . • . • . . . 
Weighted Scoring. . .,. . • . . 

.. - . 

Drug Abuse . . . . . . . . ;. i.l • •• r" 
Target Group Characteristics '0 • • • • • • • • • • • • • • • • 

Instrumentation for Cultural and Ethnic Minorities 
Multiple Indicators . . . . . . . . . . . . . . .. ...• 

References .•...........•.. '. . • . 

CHAPTER 5: ThlPACT EVALUATION-INDICATORS AD MEASURES 
Introduction . . . . . . . . . . . . . 
Considerations for Impact Evaluation . • • . 

Alternative Definitions of Community • . . 
Intended and Unintended Effects. • • . • • . . 
Delay and Durability of Impact,. . . 
Identification of Net Impacts ..•. 
Double Counting and Limits of Counting 
ImP<:l,ct G.annot Be Assumed . . . . . . . . . . . . • . . . • . . . • . 

Primary Indicators of Drug and Alcohol Prevention Programs - :/ 
Change in Use and Related Attitudes ......•..•.. 
Decrease in Drug Use and Alcohol Related Problems ....• 
Change of Attitude Toward Drug and Alcohol Usage ••••. 

Secondary Indicators of Drug and Alcohol Prevention Programs -
Change in Social Behavior, School, and Work Performance '.' .. 
Reduction of Socially Undesireable Behavior. . • . • • . . . ',' 
Improvement in School and Work Performances . ,.. • . . . • . 
Economic Indicators. . • • • . • . . . . . . • . . . . 

A Review of Primary and Secondary Impact Indicators by 
Social Structure . . . • . . . . . • • • 
References • . • . . . . . . . . . . • . • 

PART III 
Introduction 
References 

CHAPTER 6: PROCESS METHODOLOGY 
NeedS Assessment .•.••. 
Identification of Objectives • 
Analysis of Inputs • • • • ' .• 

. . ~ 

. " . . . '. . . .. ,. 

· . .' 

'0 

40 
40 
40 
41 
41 
42 
43 
44 
44 
44 
45 
45 
46 
46 
47 
47 
48 
49 
50 
51 

53 
55' 
55 
55 

· .". . 56 

,,' 

56 
56 
57 

v 
. 

• • • • 57 
5'1 

• •• 59 

•• '1. • 60 
· ',' 60 

61 
••• It • 62 

· ..• 62 
It It ... ". 

. . 

65 

· .. 66· 
• c 68 

• • 69 
70 
70 
70 Nonmon~tary Assessment • • . • . 

Monetary Evaluation-Costs •••.••. 
Special Consideration for Cost Estimation 

. . . . , , .• ' It ••• 

., . , . . . 
Analysis of Process. ~ • . • • • • • . . , . 

Qualitative Assessment .• ••• • 
• It • ".. • It 

''',' 71 
71 
73 
73 
7rfi 
76 
78 

Organization Assessment'. 
Quantitative Assessment 

References •...••..• 

. " " . . . . . . 
. . . (:. . 

-,-W,--""1 
,t 0) 
k, 
r ~ 

II· 

c' , 

CHAPTER 7: OUTCOME STUDIES IN EVALUATION RESEARCH 
Introduction . . . . . . . . . . . . . . . ,', . . . . 
Selecting an Evaluation Research Design . ~ . o. • . 

Issues Regarding the Evaluatidn Research Context 
Issues of Theory Application 
Issues:of Measurement . . . . . .". . • . 
Issues of Sampling . . . • . . . . . . .. .,. 
Issues of statistical Validity . . . . . . . 
Issues of Generalizability and Replication . 

The Validity of Experimen'l:s 
Internal Validity . . . . . . • . 
External Validity . . . . . . • . 

.. \) 

True Experiments . . , • . . • . 
Notation for Describing Designs .•.. . , 

'. Design 1: The Pre-test/Posttest Control Group D~sign . 
Design 2: The Pre-test/Posttest Control Gi'oup Design 

· . 
With an Additional Control Group, Posttest Only". .,' 

Design 3: The Solomon Four-Group Design . . .• . . 
Design 4: l'he Posttest-Ohly Control Group Design .. =' ••• 
Design 5: Factorially Organized, Pre/Post Controlled Design 
Design 6: Factorially Organized, Repeated -Measurem~nts 

Controlled Design •.. • • . . . . . . . " . • 

· ~ . 

." 
... . . 

80 
80 

· ntn 
81 
82 
82 
82 
82 
83 
83 

o •. 85 

. G 

, 87 
88 
88 

90 
91 
92 

,,94 

Quasi-Experimental Designs .......•. 
Design 7.: The Time-Series Experiment . • . 

.". ~,~". 
• .• " 95 

97 
98 

Design 8: The Nonequivalent Control Group, 
Pretest/Posttest Design . . . . . . . . . 

Design 9: The Time"Series Design With a Nonequivalent 
Control Group; . . . • . . .. .... 

Qualitative Strategies in Evaluation Research 'n • • • • • 

Observational Methods • • • • • . 
Case History Methods 

". . . . 

, l~p 
CO •• Ifn 
• .• 103 

.104 
.•. 105 

Interview Methods . • 
Anecdotal Data .... 

•• 0 • • •• 106 

Methodologieal Issues 
, References . • . • • . . 

CHAPTER 8: METHODS FOR THE STUDY OF IMPACT 
Epidemiologic Studies .•......•.•. 

Retrospective (Case Control) Study 
Prospective (Cohort.) Study 
Historical Prospectiv~ Study o " 

Panel Studies. . 0 • • • • 

.. . . . . . 
• • (;". It 

~'; . 
,; . . . . . 

· . , . 
.' . Survey Method's .'. . . . . . • '", . . . . . • 

Choosing the Population . . • 0 • • • • • • 

Surveying Approaches . . • • •. .... " 
Questionnaire Design . .• . '. . 
Pilot Tests ...... . . . . . . e • • It • • ~"" (~.:::. • • ,. • 

Uses of Social Area Research as an Impact Methodology . . 

· lOa 
,.. .110 

.112 

117 
• .• 119 

·119 
.120 
·120" 

· •• 121 
· 123 
· 123 

o .125 
· 126 
·127 

•• 0 • 127 
Identifying Target Groups . . . . 
Archival Data . • . • . • " . • . • 
Existing Programs • ') • • • • 0 • .~'. 0 • • • 

d . . . . . . . . . . . .. . 121 
..... '.. . 128 

Service Utilization 0 • 0 • •• • • 

. . , . . . . 
" I', . . . . . •••.. 130 

·130 
Criteria of Effect .., 0 • • • • • 

.' Cpst Be:nefit/Cost Effective Al'l;!ilysis, 
· . . . . . . . . . . 130 

Swnmary ._,. . . . . . . . . . . . . . . ~ . . . ., 
Endnotes ...... fI • . ,. • • • • • "" • "... /1 1e 

References ~,"" 0 • • • • • • 

. , . .. . 0 
• -j Ii • 

. " 
,CHAPTER 9: EVALUATION RESEARCH DE~IGNAND 'DATA ANALYSIS 
Introduction • • 0 • • • • • • • • • • • , • 

.laf 
·135,' 
.135' 

; • , ·136 

Issues in Resear,ch':"Design • • • • 0 • • ., •••••• • • • • 

vti 

.. ( 

:,1 

(1.) 

)) 

., G 



__ ~' __ --~_~7~----------~----------------------------------~-----------------·'---------------------------------------------~--------------------------------~--~~~--

Power Analysis . . . . • . . 
Multiple Comparisons . . . . 
Optimum Inference Strategies . 
Population Sampling. . 
Sampling Designs . . . . . 
Instrnmentation • . . . . . . 

Issues in Data Analysis . . . 
Exploratory Data Analysis . . , . 

. . . 
" 

. ,". 

. ,:' 
Multiple Populations. . . .. • • . 

AIialyzing Qualitative or Categorized Data . 
Likelihood Inference ......••. 
Nonparametric Statistics. . . . . • . . . 
Models Unqerlying Nonparametric Tests • 
New Approaches to Multivariate Regression 
Mulq,collinearity. . . . . • . . . • . . . • 
Autocorrelation or Serial Correlation. . . • 

. . . 
Structural Equation Models (Path Analysis) • • • . ~, •• 
'Causal Modeling of Qualitative Variables. . • • • . • 

Computing Resources for Statistical Analysis ..... . . • • 
Introduction . . . • . .. ....•....••.. •• • . 
Overview of Computing Resources for Data Analysis. • 

The AvailabHity of Computing Resources: Advances in Hardware 
and Software . . • . • • . . •. • . . • • • . • 

Types of Data Analysis SoftWare: Some Ba$ic:' Categories . • . . 

" · . . · . . ;' . 

· ',. . 

. . , . 

Criteria for Evaluating Statistical Progt"ams • • . . • ('e' . . . . 
General Purpose Programs 
Special Purpose Programs • 
Other Computing Tools . . 

Subroutine Libraries 
Interactive Programs . . . 
Other Data Analysis Aids 

"Locating Computing Resources 
Endnotes ...•.. 
References . . . . . • . . . • . 

• • 

• I., • • ,i, 

CHAPTER 10: UTILIZATION AND TRANSFER OF EVALUATION RESULTS 
Introduction .. . . . . . . . . . . . .. .... 
Attributes q,f the Findings .• • . !J~ • • • • • • • • • 

Characteristics of the Audience . . • • • • • :-'. 
Characteristics of the Organization • • • • . • • .". 
Pres~ntation of the Findings .;If ••• 
Dissemination of Itmovations ..•••••• . . 

· ,.. . 
. . " . . . '-

· . . .' . 
• • 0', 

• Q'\ .. 

· . ," · . . 
References . • . • • . • • ", • • • . • • • tt • . . . . . 
APPENDIX TO PART II: INSTRUMENTS AND DATA SOURCES 

Page 

139 
140 
142 
143 
145 
148 
150 
150 
156 
158 
161 
162 
163 
164 
165 
166 
166 
167 
167 
167 
167 

167 
168 
168 
170 
175 
177 
177 
i77 
177 
178 
179 
180 

189 
189 
190 
192 
194 
194 
197 

Introduction . . . . . . . . . . . . . . . .. ..., . .', . 198 
Assessment and Interpretation of Reliability • • • • • • • • , • • • • • " • •• 198 
Validity ............... Q •• ...... • • • .. • i, 199 
Reliability and Validity vs. Relevance ! • • • • • • • • • • .'. • • • • • • t 200 
Conclusion . . . . . • . • • • • • • n , 200 

Organization of the Appendix • • • • • • •• •••• • • • • 201 
References . . . . . . . , . ~ '" . . .. . . .. ..." f)' • • '. 202 
Review of Instruments • • • • • • , • •• •••• '. • • • •• 203 

MUltiscale Batteries • • • ~ • • • • • • ; , • • • • • • • • • 203 
Intrapersonal Scales . 9' •• • , • , • • • , • • • • ~,,' 207' 
Interpersonal Scales • • • • .". , , • • • • . • • • • • • • • • • , • • "220 
Substance Scales .• • • • • • • • • • • • • . • • , • . • • • • • • • • 235 

A Review of Instrument and Data Sources • ,_; •• • • • • " • • 245 
Instrument Sources • • , • '. • • • " • ", • • • • • • . • • • • • • .:,' 245'-
Data Sources . . . . . . . , . It • • • • • • • • • • .. • • • • • • • , , , 248 

yiii 

r 
I 
I 

FIGURES 

Figure 1. 
Figure 2. 
Figure 3. 
Figure 4. 
Figure 5. 
Figure 6 . 
Figure 7. 
Figure 8. 

Figure 9. 

TABLES 

Table 1. 

Table 2. 

Table 3. 

NIDA Drug Abuse Program Continuum. . . . 
Drug Abuse Prevention Evauative Research Model. 
Evaluation Levels. • • • . . 
Matrix of Evaluation Parameters 
The (Ideal) Evaluation Plan. -. . • • • 

. , Ev?luation Feedback Loops. • . . • • 
EpIdemiologiC Models for Impact Evaluation. 
Hypothetical Correlations in a Cross-Lag and 
Synchronous Common Factors Analysis • . . . 
Standard Evaluation Research Designs Located on 
Answers to Five Data Analysis Questions . • . 

Interpreting Outcomes in Relation 
to Intermediate Objectives . . • 
A Comparison of the Capabilities of 
BMDP, SAS and SPSS. . . . . . • • 
Language Contexts for Evaluation Audiences-

fJ 

ix 

. ' 

,. . . . 4 
. 9 
·11 
·13 
·15 
·18 
118 

124 

. 155 

'41 

172 
.' 190 



i 

i 

-.-,~~~-~ --,---- ----

PART!' 
INTRODUCTION 

• 

The major purpose of prevention evaluation is the formation of a body of knowledge, 
with empirical and theoretical foundations, that defines what prevention strategies work, with 
which groups of people, and at what level of effectiveness. The usefulness of this data 
base is readily apparent. Evaluation research of prevention programs provides information 
about the strengths and weaknesses of a particular prevention strategy, and yields qualita­
tive and quantitative findings that can be used to improve or enhance moderately effective 
strategies, redesign or implement more effective s:trategies, discard strategies that have been 
shown to be ineffective, and plan prevention programs that addI'ess unmet needs of individ-
uals ,within a target population. ~ 

Essential to this evaluation research perspective is the recognition that if the field of 
prevention is to continue to" develop as a formal discipline, new knowledge needs to be 
applied in the program setti.ng. And utilization of evaluation ~ research findings stands as the 
ultimate criterion of success or failure of evaluation research studies. Evaluation research 
that addresses the relevant program issues of the day by testing appropriate evaluative 
research questions is encouraged; for, these findings will either support or refute the 
operational assumptions that constitute the existing knowledge base of effective prevention 
programing. 

In 1978, the National Institute on Drug Abuse (NIDA) funded a consor~]lIIl of states 
(Wisconsin, New Jersey, and Pennsylvania) to (1) determine the needs in state and local 
prevention evaluation and (2) design a National Prevention Evaluation Resource Network 
(NPERN) that will meet these needs. Some of the most pressing needs identified in this 
study include a larger body of evaluation information, skilled technical assistance, and 
guidance in conducting drug abuse prevention evaluations. Although NPERN was initially a 
NIDA initiative, the network has received enthusiastic support from alcohol abuse prevennon 
programs and the National Institute on Alcohol Abuse and Alcoholism (NIAAA). NPERN 
philosophy, models, products I and services are relevant to the concer:pc'1 of alcohol abuse 
prevention programs and responsive to their needs. "h~" ,; 

""~). 

The purpose of the Prevention Evaluatiun Guidelines is to provide a technically sound, 
logical, and useful frame of reference for the acquisition of new knowledge in prevention. 
Chapter 1 provides the reader with a general orientation to prevention concepts and program 
strategies, and chapter 2 delineates the model for p};'evention evaluation. 'rhe remaining 
chapters of this publication cover technical areas of special interest to the preventi()n evalu­
ator, for whom this particular monograph has" been developed. A second pub1ication is being 
written for the prevention program 'manager, and will delineate the important role to be 
played in the evaluation process by 'the prevention program specialist. 

Both p\lblications clearly illustrate the evaluation philosophy and consultative practices 
recommended by the National Institute on Drug Abuse (NIDA), the National Prevention 
Evaluation Resource Network'~ (NPERN), and the National Institute on Alcohol Abuse and 
Alcoholism (NIAAA). This philosophy is based on the premise that technically sound and 
programatically useful evaluations are best accomplished when the prevention program special­
ist works in a professional partnership with a well trained prevention evaluator. Working 
side-by-side, the prevention program specialist and the prevention evaluator bring their 
unique skills to the task of designing an evaluation that is tailored to the needs of the 
program. 

This team approach to prevention evalu,ation will result in an evaluation design that is 
sensitive to ,the specific outcomes intendeQ\ by the prevention program and consistent with 
the cultural context in which the program Qlperates. It is NPERN's philosophy that attention 
must be given to culturally relevant issues in designing meaningful and constructive evalua­
tions. The result of this cooperative relationship is evaluation that yields technically sound 
data useful for program improvement and enhancement. 

/1 

This evahlation perspective is pivotal for the implementation of a National Prevention 
Evaluation Resource Network (NPERN), in which State and local prevention program staff 
participate fully with experienced prevention evaluators to design evaluation plans that meet 
the information requirements of individual programs; 
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ORGANIZATION OF THE GUIDELINES 

The Guideli:r,2s has a four part organization which i:n effect para!lels the ~equence of 
steps an evaluator undergoes ,in conducting a':l evaluation. Part I cons~sts ,of ~IS ~ntroduc­
tory chapter, followed, by a mod~l for evaluation--really the core of the GUIdelmes. Par:t II 
(chapters 3-5) discusses the indicators and measures used in the three levels of ~valua?on, 
that is, process; outcome, and impact. Part III concerns m~thodology: It ,begms WI~ ,a 
presentation of general methodological issues and proceed~ WIth a consIderation of specIfIC 
methods appropriate to the .evaluation of process (c;hapter, 6). 0ll:tc?me ~ chapter ~), and 
impact (chapter 8). Chapter 9 discusses many of the major statistic~,l, Issues, facmg the 
evaluator. It then describes the mostnnportant data analysis strategIes avaIlable" ~nd 
diseusses their range of applicability. Finally, Part IV (chapter 10) addresses l~ the cr:Itical 
topic of utilizing evaluations: how to increase the likelihood that your evaluations wIll be 
used. 
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NPERN GUIDEL.INES 

CHAPTER i: INTRODUCTION 

The prevention evaluation guidelines which follow were developed as part of the NPERN 
contract to address the needs of skilled technical assistance and guidance in the development 
and implementation of prevention program evaluations. The Guidelines provides a consistent 
frame of reference for people conducting evaluations of drug abuse preventiqn programs," It 
specifies in detail the principles, procedures, and techniques recommended for evaluations. 
The Guidelines is primarily aimed at the experienced evaluator, in particular the NPERN 
evaluation consultant to state and local prevention programs. However, it is anticipated that 
the Guidelines will also be useful to individuals without an extensive knowledge of evaluation 
procedures and methodologies; such people may include prevention'-i;>rogram staff and admin­
istrators. In fact, a major objective of the Guidelines is to facilitate and improve communica­
tion between prevention and evaluation personnel. U Close collaboration between these groups 
at all points during the evaluation is viewed as a prerequisite to obtaining useful program 
feedback. The Guidelines is also intended to foster a level of consistency among evaluations 
that may aid in adv~ncing our state of knowledge. However, the great diversity in strate­
gies and programs for preventing, drug abuse precludes the establishment of rigid evaluation 
standards. Therefore, the Guidelines should be thought of as a set of recommendations. 

THE CONCEPT OF PREVENTION 
I~~) 

.' 

Much debate has taken place regarding an appropriate definition of prevention. The 
sample of definitions that follows perhaps conveys a sense of the various philosophies that 
underlie pr~!llary prevention programs: ',' 

Prevention is an active process of creating conditions that promote the 
well-being of people. 

--Associates for Youth Development, Inc. 

Prevention includes purposeful activities designed to promote personal 
(emotional, intellectual; physical, spiritual, and social) growth of indivi­
duals and strengthen the aspects of the community environment which 
are supportive to them in order to preclude, forestall, or impede the 
development of, alcohol and other drug abuse problems. 

--Wisconsin State Drug Ab!:lse plan 

Primary prevention is directed at reducing the occurrence or incidence 
of alcohol, drug abuse, and mental health disorders. This goal is 
achieved through the promotion of physical, mental, and social growth 
toward full human. potential. Prevention activities are directed towards 
specifically identified high-risk groups ,within the community who can be 
helped to avoid the onset of mental and emotional dysfunctioning and to 
inhibit the use of alcohol and drugs. 

-, ~ 

--Alc040I, Drug Abuse and Mental Health Administration 
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Another way to break down the concept of health promotion is to consid­
er the community as well as the individual. We are accustomed to think 
of an individual's health, both in terms of treatment and building resis­
tan~e, but w~ can extend this to the community. Often people succumb 
to ill health In part as a result of forces in the social context. .. Such 
could include 1,l~employme~t, in~ensitive institutions, including schools, 
or prevalent attitudes WhICh remforce'unhealthy behaviors. If this is 
the case, then it makes sense to design programs which deal with these 
factors. 

--Vermont Alcohol and Drug Abuse Division 

. When drug and alcohol abuse were first adressed as major social problems, attention was 
~Irected toward individual abusers. However, in attacking only the most visible manifesta­
tions of th,e problem--mostly through treatment and rehabilitation programs--only a short­
term, partial solution was provided. It failed to confront wider ranging societal issues. 
Consequently, increasing attention is being focused on prevention programs i. e. those that 
attempt to "preclude, forestall .. or impede" the development of the problem. ' , 

NIDA places prevention, treatment, and rehabilitation activities along a Drug Abuse 
Program Continuum, as follows: 

Figure 1. NIDA Drug Abuse Program Continuum 

~(---------------PREV~ON--------------~~ 
Non Use Integral Part 
of Drop Ezperimental of Lifestyle Recovery 

". 1\ / " / \ PROGRAM Informataon ---t Education --+ Alternatives ---+ Intervention -4 Treatment ~ Rehab 

TYPE: "" / \ / '" / \ Initial Drug Occasional/ Drug Abuse Maintenance 
Experience Frequent Use .' of Drug-Free 

Lifestyle 

Within this framework, specific programs or program types targeted at particular audi­
ences can be identified. Typical of prevention programs are drug education in schools 
rec~eational al~ernativ~s, peer counseling, employe wellness programs, community actio~ 
proJects, and mformation and referral centers. Treatment and rehabilitation programs in­
~lude therapeutic communities, ,outpatient counseling, and methadone maintenance. It is 
Important to stress that this Gontinuum is not intended to restrict prevention activities to 
any on~ point. Instead, it indicates for each point the modality which is expected to have 
th~ maJ~r effect. Thi~ does not negate the potential influence of other modalities at a given 
pomt, smce any modalIty can be expected to have at least some influence. 

T? help define alcohol problems and appropriate intervention points, NIAAA has adopted 
a pubhc.health mo~el to pX:0vide a conceptual f~am~work for prevention planning. The model 
suggests that a dIsorder IS caused by a combmation of factors--host agent and environ­
ment. , It is thought that intervention at any of these,. points can pr~vent a' disorder from 
oc~urrmg . Loos~ly adapted to alcohol, prevention strategies can address the individual 
drmker (host) a~l.d his or her attitudes, beliefs, knowledge, or behavior; some characteristic 
of C!lcohol (agent) Itsel~ that would ,inclu~e ava~lability, "taxation, or advertising; and the 
enVironment, both SOCIal and. phYSIcal, In WhICh people drink or must function after 
drinking., Most work in the past has focused primarily on the host or individual. Preven­
tion specialists are now looking at the availability of alcohol, and the environment in which 
drinking is done as appropriate targets of prevention programing. 

MODAUTIES OF PRIMARY PREVENTION 
~ . 
" The Drug Abuse Program Continuum indicates the four modalities of primary drug abuse 

prevention identified by NIDA, These are: informa1;,ion, education, 'alternatives, and inter­
vention. Note that a given prevention program can, and often does, incorporate more than 
one modality. 

Information programs are rooted in a belief in the human's" potential fol' self-imprq,ve­
ment through responsible decision making. The basic. notion is that, given adequate infor­
mation, people are likely to make rational choices and adopt behavior deemed socially 
desirable. Thus, information programs are designed to provide accurate, honest, and timely 
information about all types of drugs and their effects on the human system. ·Information is 
basic, to good prevention programing, but may be ineffective or counterproductive if not 
founded upon clearly articulated communication objectives that use market research data to 
tailor specific messages to target audiences. Information' programing includes such activities 
as appropriately targeted media campaigns, flyers, poster:s, brochures, or drug information 
seminars for youth, parents, and other target groups .. 

Education programs are based on the theory that people are powfirfully driven. to satisfy 
certain basic needs, such as love, security, and self-identity. Ordinarily these needs are 
met socially and in ways. that are self-enhancing. However, people who are deficient in such 
critical skills as decision making, problem solving, and communicating have more difficulty 
meeting their basic needs. Unless these deficiencies are currected, people may opt to satisfy 
their needs through undesirable behavior, such as drug and alcohol abuse. Education 
programs assist these individuals to develop or improve 'their critical life skills. The usual 
setting for education programs is in the schools, although they may take place in the general 
community or workplace. Prevention curricula often include learning activities that promote 
the development of skills in decision making, coping with stres~, values awareness, problem 
solving, interpersonal communication, and intrinsic motivation . Career awareness and 
planning are important adjuncts to curricula, as are parent education and involvement. 

schools initiating prevention programs give consideration to humane settings, strong 
counseling componen~s, and the provision of curricula relevant to the needs of young people 
in today's world, A popular innovation is the integration of drug and alcohol prevention 
\1))its within health education or related subject areas such as social studies and science, 
where the discussion of drug use and human behavior or drug effects on human physiology 
is appropriate. The selection of specific pr~vention curricula and other education activities 
is dependent on the perceived needs of parents, children, and educators within the target 
community. 

The theoretical basis for alternatives ,prograins is that participation in activities which 
foster a positive awareness of self and others and Which offer exposure to a wide range of 
enjoyable and rewarding nondrug activities will deter drug and alcohol abuse. ,Alternatives 
programs provide challenging positive growth experiences in which pe,ople can develop the 
self-discipline, confidence, personal awareness, self-relianc~, and independence they need to 
become socially mature individuals. Alternative-prevention programs are designed to offer 
positive alternatives to drug taking behavior through a potpourri of community activities. 
Alternative programs provide opportunities where young people, especially, can increase 
their range of experiences, learn craft skills, be assured about their own value, and savor 
the lasting satisfaction that comes from being an involved, responsible, and trusted member 
of the community. A 'critical ingredient in a youth alternatives program is that young people 
have a very real form of ownership and self investment in the program. These programs 
foster constructive peer pressure, created by working together on meaningful ,tasks that 
meet a community need .and that are recognized by community leaders as a valued contribu­
tion to the improvement of the quality of life within that ciW, town, "or county. 

. , 

The objective of intervention .programs is to help individuals assess their problems and 
seek solutions to them. Intervention involves giving assistance and support to people during 
critical periods in their liv~s, when person-to-person communication, sharing of experiences, 
and empathetic listening c6~tribute to a successful adjustment to personal .(including drug 
and alcohol related) or fami~y problems. Intervention techniques include personal and family 
counseling, hotline fssistanoe, and "rapll sessions. A recent and promising approach trains 
young people to woi:~ in p~~vention through such strategies as peer counseling, peer tutor­
ing I cross-age tut~ring-((mier child to younger child), and the creation of new peer groups. 

j 
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To these four modalities, NIAAA has added two additional categories, environmental 
change and social policy change. 

I 
Environmental change programs seek to identify and change social and physical environ­

men~al. factor~ ~at infh~.ence drinking behaviors and patterns. Change methods may include 
modIfymg drmking settings or settings which are unsafe for intoxicated individuals insu­
lating, others ,from undesirable drinking behaviors, or changing reactions to d~ink.ing 
behaVIor . E~VIronmenta~ change strategies may be developed in conjunction with educational 
approaches. '. Examples mclude providing transportation for drunken individuals or making 
food and nonalcoholic beverages available at parties or in college pubs ~ 

Social ~olicy changes may influence drinking behaviors in the general population. 
Strategies for modifying social policies include: changing laws, regulations., and enforcement 
pr~cedures governin~, alcohol a.vailability and, distribu?on; changing taxation>.) policies; modi­
fymg alcohol advertismg practices; or reducmg pOSSIble negative consequences of drinking 
through, for example, consumer product safety or automobile safety regulations. These 
approaches {ire most often carried out by a governmental unit or institution and should be 
monitored for impact on the occurance of alcohol problems. .' ' 

Th~ugh each prevention modality can, in and of itself, be an effective tool in the 
prevention of drug and alcohol abuse, reviews of prevention evaluation research studies 
suggest that a comprehensive prevention approach which includes more than one modality is 
more effective than a single mode program in changing factors that may lead to drug and 
alcohol ,abuse, and in moderating the use of alcohol and a variety of drugs. In effect, a 
prevention program needs to include a number of prevention modalities. 

EVALUATION OF PREVENTION 

Evaluation generally refers to activities undertaken to measure a program's success in 
achieving specified objectives. This definition is useful because it highlights some of the 
fqr~~dable dbst~cles fac,ing preventi?n evaluation. First, as noted earlier, the strategies and 
p,olIcIe~ underlYI~g v~rI~us prevention programs ar~ s~ diverse ,that any specifying of objec­
tives IS necessarIly dIffIcult. Second, the commumcation that IS needed between preventors 
and evaluators to designate objectives and develop a workable evaluation plan is all too 
frequently a?sent .. Third, mea~ures and methodologies for data collection and analysis /illay 
not be readIly avaIlable. DespIte "these and other obstacles, the benefits of evaluation are 
becoming increasingly apparent. Evaluation can suggest areas for program improvement and 
prqvide a ~atidllal basis for allo~~ting limited resources. It can help develop a sound body 
of prevention knowledge concerhmg<:.theory, modality, technique, and ways of pinpointing 
targ~t populations. Hence, the increased federal interest in evaluation. The justification 
f~r funding prevention programs is that they will improve the quality of health in the commu­
mty a~ reasonable cost. NIDA's and NIAAA's prevention grants progrcuns are devoted to 
valIdanng drug and alcohol abuse prevention approaches through evaluation research. For 
~xample" NIDA's e~aluations of drug abuse media campaigns are providing feedback on public 
mf~rmation strateg~es. NIAAA uses evaluation findings to select mod~l programs for repli­
c~tions. The' funding of the NPERN system and the technically innovatIve Prevention Evalua­
tIOn Research Monograph (PERM) series signal an era of increased interest and commitment to 
prevention evaluation. 

T~e potential uses and users of prevention program evaluation are as diverse as the 
strategIes. Uses which may be made of quality evaluations include: 

Program Feedback--providing ongoing information to guide a project's 
operation., The feedback may help to: 

• Increase client satisfaction 

• Reexamine the.oretical assump­
tions 

• Redirect program goals 
and objectives ' 

• Review program operations 

• Improv2 results l/ 
• Improve responsiveness to 

the community. 
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Accountability--demonstrating to others that a program is worthwhile. 
Establishing accountability may: 

• Aid program monitoring 

• Justify future funding 

• Enhance public relations 

• Aid in allocating agency 
funds 

• Meet funding or legal require­
ments 

• Increase cost effectiveness 
and benefit. 

Program Development--testing "prevention theo::-ies, modalities, and tech­
niques as used with target populations in order to expand the body of 
preveiition kn?wledge. It may: 

• Provide state of art data 

• Assist in comparing preven­
tion techniques 

• Help programs choose among 
different techniques 

• Help planners design programs 

• Provide a mechanism for repli­
cating new techniques and pro­
grams. 

Potential users of prevention evaluation include (1) prevention programs and (2) commu­
nities, legislatures, and society at large. Some :;;pecific uses are indicated below: 

Program~ 
It 

• F~ifill funding or leqal requirements 
\ \ 

• Determine if the prLfJram is doing what was intended 

• See if the program is worthwhile 

• Compare the effectiveness of prevention techniques and question 
underlying assumptions 

• Undertake rationally· planned growth or changes in program 
direction. 

Commu.nities, Legislatures, and Society 

• Find out whether tax dollars are being wisely spent 

• See if social problems are being adequately addressed 

• Determine resources (time, money, staff, facilities) needed to run 
an effective program. 

The extent to which the above "markets" will be served depends to a large extent on 
the quality and utility of the evaluations--and on the individuals who plan, conduct, report 
on and determine the utilization of results. It is hoped that the Guidelines will contribute 
to'the realization of this potential. 
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CHAPTER 2: MODEL FOR EVALUATION 

INTRODUCTION 
NIDA's Prevention Branch has developed an evaluation research model that is applicable 

to any of the four drug abuse prevention modalities (information, education, alternatives, 
and early intervention) and any of the five primary targets (individuals, peers, families, the 
school, and other significant social institutions) (B ukoski 1979). The model, illustrated in 
Figure 2, features three levels of evaluation: process, outcome, and impact. Each level has 
its own set of indicators of effectiveness and its own appropriate evaluation methodologies. 

Process evaluation refers to an assessment of a prevention program that includes identi­
fication of the target population! a description of the services delivered, the utilization of 
resources for the programs, and the qualifications and experiences of the personnel partic­
ipating in them. Process evaluation attempts to capture in "still frame" the dynamics and 
charaGteris~jcs of an operational, ongoing prevention program. 

'~l ' 

Outcome evaluation is concerned with measuring the effect of a proj~ct on the people 
participating in it. This includes youths, parents and families, youth "w()1~kers, teachers I 
and so on. Outcome evaluation attempts to answer the question: "What has this program 
produced relevant to changes in the lifestyles, attitudes, and behaviors of those individuals 
it is attempting to reach?" In essence, outcome evaluation tries to determine if a prevention 
project has met its own objectives. 

Impact evaluation explores the aggregate effect of prevention programs on the commu­
nity as a whole. The community may be defined as a school, neighborhood, county, city ~ 
state, region of the country, or the. nation. The purpose of impact evaluation is to gauge 
the effects of numerous drug abuse prevention programs operating within a geographic 
bou,ndary, or of an individual drug abuse prevention program operating over an extended 
period of time. Impact evaluation assesses a variety of macro-indicators relatblg to drug and 
alcohol abuse at the community level. In contrast to the other two levels of the model Which 
are directed at assessing a specific program, impact evaluation measures the generalized 
effects of drug and alcohol abuse prevention programs operating within the totality of the 
community. Measuring changes in the quality of health within a community is the focus of 
impact evaluation. Potential indicators of impact relevant to drug and alcohol abuse preven­
tion include changes 'at the community level in the prevalence and incidence of drug and 
alcohol use, related mortality and morbidity I rates of juvenile delinquency, drug and alcohol 
related accident rates, or changes in institutional policies and programs. 

Figure 2 summarizes the essential features of NIDA's prevention evaluative research 
model and also shows examples of evaluative research methodologies or techniques that are 
appropriate to each level of evaluation. For example, the Cooper evaluation model is appro ... 
priate for process evaluation; experimental or quasi-experimental approaches are appropriate 
for outcome evaluation; and epidemiologic research is appropriate for impact evaI4ation. The 
key element of this evaluative research model which has applicability to all types"'of preven­
tion programs is the emphasis given to measurable indicators of program success. At each 
evaluative level (process, outcome and impact), the suggested indicators of effect are empir­
ically based (for example, drug and alcohol use levels, drug and alcohol related accident 
rates) and demonstrate the observable changes in individuals I institutions I or cornmunities, 
brought about by the prevention program. 

Preceding page IJlank 
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Figure 2. Drug Abuse Prevention Evaluative Research Model (Bukoski 1979) 

LEVEL OF EVALUATION 

Focus of Evaluation 

Potential Indicators 
Of Effectiveness 

Potential Prevention 
E'laluative Approaches 

" 

c 

\»ROCESS--.~I OUTCOME--". 
o 

.. 
Prevention Program .EJfects 

Description of Target 
Audience/Recipien~ of 
Service 
Prevention Services 
Delivered 
Staff Act.ivhies·Planned/ ' 
Performed ", 

Financing Resour,~es Utilized 

Examples: 

Changes In Drug-Related: 
- Perceptions 
- Attitudes 
- Knowledge 
- Actions: 

Drug Use 
Truancy 
School Achievement 
Involvement In 
Community Activities 

Examples: 

,\ 

The Cooper Model for Process Experimental Paradig'!1~? 
Evaluation 

NIDA-CONSAD Model 

NIDA-Cost Accountability 
Model 

!-~ 

Quasi-Experimental Itr,signs 

Ipsative Designs e.g., Goal 
Attainment Scaling 

Quality Assurance Assessment c' 

-=0::/ 

IMPACT 

Aggregate or Cumulative 
Effects at the Community 
Level 
" 
Changes In: 
- Prevalence and Incidence 

of Drug Use 
- Drug-Related Mortality / 

Morbidity . 
- Institutional Policy / 

Programs 
- Youth/Parent Involvement 

In Community 
- Accident ~ates 

ExaIrlples: 

Epidemiologic Studies 

Incidence and Prevalence 
Studies " 
Drug~Related School Surveys 

Cost-Benefit Analysis 
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The Guidelines operationalizes NIDA's prevention evaluative'research model. It offers a 
conceptual framework for presenting evaluation issues, strategies, and methodolgies. It also 
illustrates a recommended pr;:ocedure by which preveIlPon program evaluation may be 
conducted. ' ' 

:/ 

The Guidelines focuses on two kinds of issues pertinent to evaluation, those which (1) 
are necessary for effective evaluation of drug and alcohol abuse prevention and other human 
service programs, alid (2) .reflect more broadly on the current thought regarding p'rocedures 
and strategies that will.enhance the quality of evaluation research. ' 

NEED /,ji'OR A MODEL 

" 'Numerous surveys qf evaluations in human service areas, including drug and alcohol 
abuse prev:ention, consistently find that: 

r 

• Few' evaluations are performed in respo~se to previously stated 
decisiorunaking requirements. 

• Many ~valuations suffer from serious m~thodological deficiencies. 
(\ . \J ' 

• Most evaluatioIJ.s focus on outcome, with litile or no information on 
program process or on impact within the communi.ty. 

There are three major concepts critical to the effectiveness of drug and lilcohol abuse 
prevention evaluations. First, the field of evaluation research has developed" a \'!ride range 
of methods and strategies, building on the mony scientific disciplines that have contributed 
to the evaluation of human services, namely, psychology, sociology, anthropology, political 
science, statistics, operations research, economics and computer science. Evaluators :working 
in the field of drug and alcohol abuse prevention need to be aware of.- this body of knowl­
edge and its appropriate application. 

. . 

Second, evaluators need to know the strengths and weaknesses.af various methodologies 
(designs, measures, data analysis techniques). This is essential to selecting appropri~te 
methods and in 'Utilizing findings. 

Third, techniques exist which can enhance the likelihood that evaluation fin'dings will be 
utilized. Evaluators need to be aware of these techniques and assume the responsibility for 
appiying them. ' 

" In addition to' these needs, there. "has been and remains pressure from many sources 
(taxpayers, Federal and State agenc;ies, legislators) foI" more effective evaluation in all the 
human services . Drug "and alcohol abuse prevention, because of its recent emergence as a 
human service field, is, especially in need of effective evaluation in order to demonstrate the 
importan,cc of adequately funding, programs and projects. In part\, because of this pressure, 
people in the field are especially receptive to efforts· to improve J~e quality of evaluations. 

The~ Guidelines adresses' the above concepts, so impo~tant tol\\ t..h.e effectivene'ss' of drug 
and alcohol abuse prevention evaluations. One objective of the Quffi~lines is to provide a 
broad survey of evaluation technology so as to acqua. int evaluatorSi!~i andl) their customers with 
the range of options available, and thus aid them in securing the iireq'lljired .informationeffi­
ciently and effectively. Another objective is to increase the abilit~ _9J evaluators to recog­
nize both the usefulness and limitations of their findings. The results of even the most 
sophisticated research are likely to have so.me, limitations, which the user must be aware of 
in order to. make reliable use of the information. Toward this end, the Guidelines will 
review the principal sources of bias in evaluation research, and indicate the nest remedies 
and approaches' for dealing with them. Where a critical bias has not been controlled for, or 
significant error weak'ens a result, the Guidelines will point out what limited use can be made 
of the flawed results. . Q 

;..' 

With respect to utilization, the Guidelines takes the position that it is the evaluator's 
responsibility' . to increase the likelihood that 'new knowledge ,; will be applied by decision 
makers. Evaluators must do what. they can, within reason, to assist prDgrams to effectively 
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Elsewhere I'n tli-e GUI'delm' es are detailed use evaluation results for program improvement. 
procedlt-res for implementing evaluation findings. 

The Guidelines does' not present a logical theory of evaluation; it att~mpts rather ~o 
organize information. concerning evaluation into a particular framework. ThIS, framework IS 
designed to be sufficiently specific to guide; evaluators ,in the cqnquct of effectt~e and use~ul 
evaluations yet flexible enough to encourage incorporation of new developments m preventIon 
programing and evaluation technology. ' 

EVALUATION PARAMETERS 

The Guidelines proposes three major par~eters of, evaluation. Thi~ orga~i~a?on is 
appropriate for evaluation regardless of the pomt at which, formal evaluatIon a~tiVI.ties are, 
begun. The three parameters are: levels of program evaluation, type of evaluation mforma-
tion, and target area. 

LEVELS OF PREVENTION EVALUATION 

The levels of evaluation refer to the successive phases in the de,,:,elopment of ¥orma­
tion in an ideal evaluation effort. This can be represented in the follovang systems diagram: 

Figure 3. Evaluation Levels 
.-:) 

.--__ .... process -:J~'.'~'"1'".-----.... outcoUle\ __ :J~\.'-.,..-----_ ....... impact ----. 

The relationship ,between the three levels of evaluation as depicted by figure 3 is incre­
mental in that a sound process evaluation cogently describes th~, program whose level, of 
effectiveness is measured during an outcome evaluation. The resulting ~owle~g~ CO}'lcermng 
the effectiveness of a specific prevention program (or programs) op~rating ~thm a commu­
ntty then forms the basis, for assessing the gener~lized changes (Impact) m drug us~ or 
rltug and alcohol related mdlcators at the ') c,orpmumty level that have occurred ~~er time. 
Also considered during the impact evaluation would be factors, events, or condItions that 
have a causal or, associative relationship to the level of drug or, alcohol use and related 
behaviors" which are indicative of the quality of health ofa commumty. 

I. 

Each level of evaluation produces valuable data needed for prevention program, improve­
ment. Given the specifjc information, needs of a ,partic~lar program, the emphasIs gIven ea~h 
evaluative level may vary . For example, a., prevention program at, an early stage of ItS 
develoPIll.ent may be more concerned' ~th the thorough' documenta~on of :pr~graIJ} ev~nts 
resl.lltin~t from a sound proCf~ss eval:uati0t:l, rath~r t~an a comprehenSIve ,analYSIS of proGram 
effects produced by an outcome evaluation. LIkeWise, not ,all pre,,:,entipn progra~s would 
require, given their stage of development, a measure of theIr contrIbutio~ to the Impr~v6e­
ment of the quality of health within a comml!nity as produced ~y a~ ~mpact evaluati~n, 
How'ever, the importance of each level of evaluation to the one follOWing It IS ,clear. ~hat IS, 
sound process evaluations, form the basis for mea,ningful outc?meevaluations, whIch are 
esseptial for relevant impact evaluations conducted at the commumty level. 
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Process Level 

Process information reflects the inputs that go into a program, the patterns in which 
these inputs interact, and the transactions that take place within the program, Information 
such as participant and staff characteristics; physical plant 'characteristics , and financial 
resources, as" well as the theory on which the program operates, needs a$sessment, policy 
development, and program design activities are' all examples of program inputs. Information' 
derived from the socio-political environment is also considered to be important evaluative 
information because of its potential contribution to subsequent evaluation and its Use as a 

"basis for record keeping' systems. Other assessments on the process level may include a 
description of services rendered, the decision-making structure, patterns ·of interaction 
among participants apd stClff, and so on': 

Outcome Level 

Information gathered during this phase of program evaluation typically 'is addressed to 
specific program objectives concerned with change in participant behavior, attitudes, values, 
or knowledge. The major objectives! in all prevention program modalities concern the reduc­
tion of inappropriate drug and alcohol use. At the same time, different prevention programs 
have unique objectives relating to the particular theories underlying them. For example, 
some programs attl~mpt to' deal with a variety of risk stiltes associated with drug and alcohol 
abuse, such as low self-esteem, irresponsibility, alienation, and poor school performance. 
And this list is fat' from exhaustive. 

Impact Level 

In~prmati()n gathereq in this phase" relates to longer term, generalized results of pro­
gram operations. The manner in which impact dataJ are relaffed \) is a function of the commu­
nity nee,ds and problems which gave rise to the prevention program in the first place. That 
is why such broad issues as;' changes in incidence and prevalence in drUg0 and alcohol abuse 
and, in community competence ~9 deal with these problems are frequently addressed in iInpact 
evaluation. Such changes impinge directly on inpu;ts to the,progra.'n.' " 

INFORMATION TYP£ 

The type of information obtainable in an. evaluation is necessarily constrained by the 
availability of ditta; but it is also a function of the evaluation tlesign and the' choice of 
analytic techniqae.,The Guidelines identifies tlu;,ee types of information: descriptive, com-
parative, and explanatory. 1 

ILl ? 

" Descriative information is the easiest to obtain arid frequently can be drawn from pro­
gram I12COr s. However, program records a:re often inadequate,. Thus, development of a 
man",gement Lnformation system comprised of descriptive information categories is a perfectly 
legitimate first compnnent of it'n evaluation. 

comE~rative informat,ion relates" variables thought to significantly effect program ~unc­
tioning ,ut without assigning causality. Obtaining this type of'information usually requires 
more elaborate design, more time, more ,cost, and more justification to management than 
obtainingc descriptive information. " 

EXElanatory information attempts to ansW2r the question "why does the program work?" 
The development of this type of information requires still more sophisticated design, theory 
testing and basic knowledge buHdingthan for compara,tive information. '\, 

TARGET AREA ' 

Maintaining a systems oriented focus, it is important to :realize that evaluationc can b~ 
directed at differe;nt targets or subsystems of the overall progrqrn. The level of focus can 
influence significantly the type, of question asked. The Illostl common targets of analysis are 
the individual, face to face group," program, servjce system area, and,,, finally, .components 
of the general society. The well-publicized success or, more reaUEltically;the failur:,e of one 
individual in one program can have signific~nt repercussions ti}roughout the ,system an~ may 
influence policy at the societal ~evel. Conversely, a decision at a high level can dramatically 
influence the behavior of individuals in local programs. . 
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Figure 4, is a matrix of the parameters discussed on the preceding pages. ,It attel1,lpts 
to depict the possible interactions between, and combinatiol!s of, level, type of, mformati0!l, 
and target area of evaluation. The matrix is presented to Illustrate that there IS a potential 
for meaningful analysis within each cell, However i some cells are infrequently, if ever, 
found in evaluations, The choice of cells in any particular evaluation depends upon th~ 
needs of decision makers and the availability of resources. 

Fi~ure 4. Matrix of Evaluation Parameters 

Information Type 

Process Outcome Impact 

Level of Evaluation 

SYSTEMS CHANGE USING EVALUATION: PROGRAM DEVELOPMENT 

Properly employed, evaluation ensures that program development will" be a rational 
process, anchored in theory and b~sed ont9f>ponstan~,sllpply and asse~smen~ 'of feedb~ck ~o 
programs, It follows that the maXImum potf,;,'~ 'at effectiveness of evaluation ~ll be ,realIzed If 
evaluation has a role from the first st~{f(~S' -01 pl'l)gram development. But m re~Jity I actual 
introduction of an eval'\1ation into a -pi:ogram can occur anytime in a program's hfe, and the 
point at which it is introduced hc(s ilnplications for the type of feedback. For examI?le/ 
planning or initiating" evaluation in tl~e earliest phases of program development makes pOSSIble 
the' collection of data which would ot.h~rwise be unavailable later. 

. 0 

Given the link between progL~am developrp~nt and evaluation, it is, useful to examine five 
major phases of program development and thb-;evaluation issues associated with each. The 
Phases are listed below: , 

;( 

• Needs assessment 

• Policy development 

• Program design 

• Program initiation 

• Program operation. 

The first three phases may be considered planning operations, whereas the last two are 
implementation at;tivities. A similar ~lassific~tid~ will b~ u~ed in th~ discussion of 0e, eval": 
uation plan. Each phase has assocIated .wIth It a maJ?r I~sue for pt6gram eva!uation ~hat 
may not be explored or even understood If the evaluation IS notmtrod1Jced until su~tamed 
program operation is achieved. A brief discussion of these phases and their associated 
evaluation issues follows. 

The needs assessment pbase of program develoPllle~t is a planning activity which 
attempts to establish whether and to what extent certa'ln prev~o?sly ~efil!ed problems and 
needs exist in a community and which subgroups are affected. Tne moJor Issue for progr~m 
evaluation at this point is one of external validity. That' is, program ineffectiveness can 
:result from incorrect assessment of the problem. Specifically, the evaluator must realize that 
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no matter what program is eventually put into operation, it should have a valid needs 
assessment as its foundation. 

".:1 ~ 

The policy Ilevelopment phase establishes the goals and specific object1~es for the local 
intervention or program area. The issue" for evaluation here is one of cdnstruct validity. 
In this instance, either the causal theory may be inappropriate or it 'can be improperTy 
translated into policy (that is, improper translation into independent or dependent variables). 
There may not have been, for instance, appropriate understanding and considera.tion given 
to certain community values and other critical factors in 'the socio-political enVironment. 

The program design phase involves tr'~msf(jrming policy into significant characteristics of 
the program (for example, the target population, personnel qualifications, int~rvention 
methods, and other program aspects). Again, evaluators must be aware of a construct 
validity issue. Program policy may be appropriate, but the program itself may fail because 
of an Improper translation of policy. 

The program initiation phase calls for the translation of theory into action. It is then 
that the program is implemented. Many evaluation practitioners believe that it is in this 
phase that program evaluation data collection first takes place. In other words, there is a 
difference between the evaluation that takes place during needs assessment, that which takes 
place during policy development or analysis" and that which begins with the implementation 
of program activity. The focus of evaluation in the program initiation phase is on the identi­
fication of participants. resources, and constraints. The major issue for evaluation at this 
time is one of external validity. Program design may be appropriate, but the program may 
still fail due to improper implementation of the design. 

The program operations phase involves those critically important internal transactions 
~hich are a major focus of management information systems. The predominant issue for 
evaluation activity during this "process" phase is one of internal validity. Program imple­
mentation (initiiltion) may be appropriate, but the program may fail anyway because of faulty 
management (for example, high .staff turnover and insufficient supervision). " 

" 
The major issue for evaluation in relation to program results, both outcome and impact, 

is one of conclusion validity . Program operations may be appropriate, but failure still may 
res)llt from the influence of external factors. In addi1;ion, throughout all five phases of 
program development, statistical conclusion validity is an issue--it may' lead to unclear or 
misinterpreted outcome or impact data. 

EVALUATION PLAN 

These Guidelines are based on the proposition:that any assessment of program value 
must be made in the context of community need and alternative strategies for "meeting those 
needs. The ideal evaluation activity is as responsive as possible to the socio-political envi­
ronment surrounding the program activity, as well as to the needs of program decision 
makers. ' , 

The ideal evaluation plan1 is seen as consisting of nine sets of activities, each of which 
builds on preceding activities. Feedback to program decision makers and evaluators, and 
consequently utilization of results, can occur from any activity and thereby provide for' 
continuous modification of program and evaluation activities. (See Figure 5.) 

The basic premise in the implementation of the evaluation plan is that chances for an 
effective and useful evaluation to occur are maximized when a skilled evaluator works in a 
cooperative fashion with an equally I:;killed program staff member. A collaboration of this 
sort will produce an evaluation plan that is most responsive to the information needs of the 
program. 

The evaluation activities are listed below in the order in which they normally occur: 

I. Analysis of decision making activities 
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Figure 5. The (Ideal) Evaluation Plan 

EVALUATION ACTIVITY 

9. Feedback for 
. UtiJiz,ltion 

3. Develop Alternative' 
Evaluation Designs 

4. Select Evaluation 
Design 

5. Operationaliz. 
Evaluatiun Deslgll 

6. Tr~1 Evaluation 
De"lIn 

I. R'·.,lse Evaluation 
Design 

8. Collnt anef 
Analyzr Valli 

1. Analyze 
Decision Making 

Analyze 
Program At'livity 

DECISION MAKING ACTIVITY 

Individual Forces 

Organizational Forces 

1. Needs Assessment 

2. Policy Developm~nt 

3. Program Design 

4. Program Initiation 

5. Program Operation 
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2. 

3. 

4 •.. 

5. 

6. 

7. 

8. 

Analysis of actual or intended program activities 

Development of alternative evaluation designs 
\~, 

Initial selection of a design 

Operationalization of the design 

Field test of the evalu~tion plan or revisions of the plan 

Revisions resulting from the field test 

collection and analysis of data 

• 

9. Utilization of information resulting from interpretation of ~ollected and analyzed 
data. 

ANALYSIS OF DECISION-MAKING ACTIVITY 

Ideally, the objectives or purposes of an evaluation will determine the type and amount 
of information to be collected and analyzed, as well as the appropriate uses that can be made 
of evaluation re.sults. The NPERN model stresses that these objectives or purposes should 
be related to the needs of the users. Thus, the first step in the evaluation process is to 
identify the primary users and assess their needs, for example, their requirement for infor­
ma:tion relating to specific decision making activities. 

(~ 

Next, the evaluator and the decision maker should specify ((the kinds of information or 
indicators that are relevant" for the decision-making activity and the amount and detail of 
information that is necessary. It can be assumed that there will be a tendency to over 
identify information "needs." Thus, the .. next component jn this task is to differentiate 
information that is desirable from that which is essential. dne way to do this is to assess . 
t."1e expected impact of the information, or its absence, on decisicn making and program 
ac'tivites. .. -0:::;) 

A final step involves determining the quality of data that will be acceptable to and used 
by the decision maker. Quality of data is controlled by the evaluation design, measurement 
procedures, and analytical procedures. 'fhe question is whether or not the decision maker 
requires information best provided by quasi-experimental design, qualitative assessment 
techniques, or a true experimental design. 

/) 

ANALYSIS OF PROGRAM ACTIVITY 

An effective evaluation requires a program that has: (1) testable program assumptions, 
(2) clearly specified and measural:>le objectives that address specific risk states to drug and 
alcohol useI' and (3) documented program strategies. Collaboration of program personnel and 
evaluators in the analysis of program activity substantially increases the possibility that the 
program will meet thesl~ requirements and that there will be' a commitment to use the results. 

The analysis of program activity, coupled with a study of decision making, provides the 
information needed by an evaluator to develop alternative designs. The analysis seeks to 
identify basic characteristics of the processes of the program, and its operating relqtionship 
to the ideals of planners, legislators, and others. Opinions and values may be challenged 
and revisions may be required. 

The conceptual basis of the program should be clearly understood. This includes the 
assumptions or hypotheses on which the program is based and the rationale for the modalities 
in effect. The evaluator should know what the assumed dependent and independent variables 
are, and how the varioll,s program strategies are intended to effect the changes identified in 
the objective~. ' 

Program objectives should be stated in quantifiable terms that describe (1) the changes 
being sought, (2) the degree, extent, or pattern of change, (3) how the changes will be 
measured, and (4) the time frame within which the change is expected to occur. 
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. The documentation of program processes or activities, is impor~ant to the evalua~or 
because of the implications they have for certain dimensions of evalu~tion. Program recr~It­
ment, referral, or intake procedures all shape the design to be used m a program evaluation. 
The manner in which ser.vices are delivered , let alone the objectives and th.e content of the 

", service, can affect the type and timing of measurement and the unit to be measured, as well 
as the costs and quality of data. The develop~ent and the ~aintenance of. a good re~ord 
system is one way that a program can ready Itsel~ to contrIbute to, effec. tive evaluatio~, 
Design and establishment of a data base that prOVides an accurate pIcture of a program s 
inputs and processes should be one of the first steps taken in an evaluation effort. Such 
data are most useful in planning the evaluation. 

DEVELOPMENT OF ALTERNATIVE EVALUATION DESIGNS 

The preceding activities provide the information needed to design a feasible evaluation 
plan. Many texts on evaluation research stress the need for evaluation research, to model 
itself along the lines of classical, expe~imental designs. W~i~e such de~igns have a1'1 Impo!'tant 
role in outcome and impact evaluatlOn, they are of lIm1t~d use m pro~ess evaluation~ . 
Furthermore, there are alternative approaches to eva~uation that may m~ke Important CO~trI­
butions to decision-making and may be more appropnate than the claSSIcal approach, gIven 
time and resource constraints or the dynamics of the program being considered. 

Designing an evaluation requires that choices be made carefully among. information 
options which are themselves subject to time and resource c.onstraints. Ideally, the eval­
uator shOUld prepare several workable evaluation plans that will meet the identifie? needs, of 
the decision maker, The plans will likely vary as to the follo~ng: . type of mformati,on 
(explanatory, descriptive, associativ.e); tirni:ng of, measure~ents, (mcludmg b?th freqU~ncIe~ 
and intervals); measurement techmques (mterVIew/questionnalre, observation, arch~val), 
qualitative versus quantitative asse:ssmen~s; single v~rsus multip,le mea,sures; ~nd--obVIously 
--who and what is measured. At Issue IS the quantity and qualIty of mformation to be pro­
duced and 1..lle costs associated with each. Many drug abuse prevention projects are funded 
for less than $50,000 per year, and this may cover the cost of an evaluation as well as the 
expense of operations. A project of this scale usually can afford to spend at most Cl: few 
thousand dollars on an evaluation. In addition, such projects also may be able to contrIbute 
staff hours and time of the administrator, Despite financial limitations, evaluators s~ould be 
able to assist such a project, perhaps by obtaining the bulk of the desired information from 
already existing records. 

INITIAL,SELECTION OF AN EVALUATION DESIGN 

To enable the decision maker to make an informed choice among alternative plans, the 
evaluator should rank the plans according to criteria relating to the decision maker's needs 
identified in step one (for example, the level of. c?nfi,dence ass?ciated with each desig~, 
resources required, and other advantages an~ Illm~ations). ThI~ p,r?cess may result m 
changes in previously identified needs and consideratlOns ~o that addItional desIg!1 develop­
ment may be necessary. In effect, the development-selection processes may reqUire s,everal 
iterations until an initial, feasible evaluation plan is selected. 

PUTTING THE EVALUATION DESIGN INTO AN OPERATING CONTEXT 

Having selected' an evaluation design, the evaluator and program person!1el will "opera­
tionalize l1 the plan, Instruments nee:d to be s,e!ect~d or developed, a~~ desIgn, elements of 
sampling, data collection, data analYSIS, and UtilIzatlOn procedures speCIfIed and mcorporated 
int~\a time frame. Appropriate roles for evaluators and program personnel are also spelled 
ouC 

One strategy for 'ensuring that an evalu~t!on is intima~e~y tied to I;>rojec~ deve~opment 
and that the results ar~\ understood and utIlIzed by deCISIon makers' working WIth the 
project, is to build an ac~re role for project personnel in all phases of the ,evaluation, The 
role of project staff can v~{Yp'?reatlY. They may conduct the actual evaluatIon, or they may 
work closely with an outsid~:~~~ 

,r~~ .. 
\\.."~ /.c'-~~ 

,,"-- .':'~ ~.0. /:/ ~-=-1'8~'i..:o--=--~,-- --~ " ~~ '\ ~-./ '" 

~, ) 
~~~::// 

i 
I " 

The rol~ of the evaluation consultant too may vary. In some cases it will correspond to 
that of, the m~ependent evaluator. Where ~e project s~aff assume a primary role 'in pie 
evaluation process, the evaluator may functlOn as a gUide or resource person--s/ne may 
intro~uce appropriate technical options and help with the design of the evaluation and the 
selection among alternatives. S/he may also provide training and technical assistance to 
enhance or Gomplement the skills of the project evaluation staff. 

FIELD TEST OF THE EVALUATION PLAN 

All aspects of the evaluation plan should be pilot tested, including sampling measures 
data c.ollection plans and analytic procedures, and utilization activities. Th~ pilot test 
deternune whether the data collection schedule is feasible r if the collection can· be carrie~m!to 
with minimal disruption to program activities, if the data being collected are valid ~ether­
the variables are reliably measured, if the costs of data collection and analysis are ~n/ target 
and wheth,er the resulting information is used as intended by the decision maker.. ' 

.I 

REVISE EVALUATION DESIGN ,1 

. ,~~l1owing ~e field test" evaluator~ and progr~ personnel should review thl~ plan and 
ItS mitial operation to determme what, If any, revislOns should be made and what4procedures 
should be followed to implement the fun scale evaluation. .... je·/ 

~.~~--~' 

ROUTINE DATA COLLECTION AND ANALYSIS 

Implementation of the evaluation process on a full scale requires routinized data collec­
tion and analysis. As ideally envisioned in this model, data will be produced and inter­
pret~d in a scheduled series of oral and written reports, along with special reporting as 
requIred. It should be noted that during this stage of the evaluation process the preceding 
evaluation activities may be continued or repeated. This is a major feature of the incre­
mental evaluation plan--learning is open ended and no phase is ever completed. 

UTILIZATION 

, ~he' evaluation sycle is compl~ted wi~ t~e ~eedbac~ and utilization of results from 
routlmzed data collectlOn and analysIs. UtilIzation lS the fmal test of any evaluation model. 
.In m?st of .~e. socia! services, the history o~ .progr?.In evaluations is characterized by scant 
use m declslOn makl~g at an~ ,.level. The fIeld. of drug abuse preverltion is no exception. 
Although no systematIC analYSIS has been performed to explore the reasons for this failure 
it is commonly assumed that a major cause relates to unmet expectations of the decisio~ 
makers for whom the studies were intended. The evaluation plan recommended in these 
Guidelines ~as a feedback system at its ,heart, It stresses that program decision makers 
sho~Ild be mvol~ed, througJ:t0ut the pla!1mng and execution of the evaluation, thereby en­
surmg that theIr mformatIon needs wIll be addressed. Evaluations th.at provide periodic 
feedback in the form of reports that include quantitative data are especially well-suited for 
this purpose. In addition, tHe decision maker who helps design the data presentation will be 
more likely to accept data-based implications. 

Feedback loops are one of the distinguishing features of evaluation. Therefore, the 
pattern and function of feedback loops should be designed or negotiated in advance, Figure 
6 portrays a typical feedback loop system for different levels of evaluation. 

Figure 6 •. Evaluation Feedback. Loops" 

\
proce.~ • O\ltc_~ . " Impact\ 

Program __) (FOllOW-UP) ( .... Spread of I 
Operation . " _" Of Clients • ~rogram Effects 

The assumption behind ~ feedback . s~stem planned to facilitate Erogram im rovement is 
that the ~leptents and timing Q.f the critic a pr!lts in the To0i should e predetermme to tlie 
extent posslble. Furthermore, 1Jie potentia lmplIcations 0 possiblenegative finaings-from 
alternative courses of action should be outlined. . 
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If evaluation results are to be utilized, the organizatiom for which the results are 
intended must have an internal climate that is receptive to new informatiorL The evaluator 
therefore has" the responsibility to try to develop a climate of receptivity ~thin the r~cei;ving 
organization. This does not mean that the evaluator must be a full-fledged orgaruzational 
developer capable of. transforming an organization that is dead set against incorporating 
evaluative findings. It does mean that on a limited scale the evaluator is expected to work 
with program staff to improve the climate for the utilization of the evaluation findings. 

A multiplicity of organ'izational levels usually surround a particular prevention program, 
and should be taken into consideration when planning an evaluation. The model is intended 
to help administrators and evaluators app~eciate the variety of, ~ses, that, can ~e made of ~e 
evaluation results if it is planned and deSIgned properly. ModifIcations ~n deSIgn and activ­
ities may occur in subsequent cycles of the process, thus encouragmg the use of the 
findings by decision makers at alternative levels. 

In addition the evaluator should bear in mind the model presented in this chapter 
includes the infl~ence of external forces upon the decision making activity. Rarely, if ever I 
are policy decisions "made solely on the, basis of empirical evidence, Gi~en, the c~rre~t s~ate 
of evaluation research, a legitimate" baSIS can always be found f?r qu~stIOrung polI~y Im~l~ca­
tions derived from the findings of evaluations. The more attention paid to enhancmg utilIza­
tion, the greater the likelihood for evaluation efforts to have impact on the field of drug and 
alcohol abuse prevention. . 

DECISION MAKING ACTIVITY 

The evaluator must keep in mind that in addition to the evaluation results themselves, 
there are a host of other forces which affect decision making. Often these other f?ctors a~e 
more influential than evaluation findings. They are the byproducts of the SOCIOeCOnOmIC 
milieu in which decisions are made. ~.~ " 

(( '. 

These forces can be categorized in terms of how they relate to the individual decisiq,h 
maker, and to influences inside and outside the organization. (Overlaps obviously exist 
between these categories.) 

Individual forces. The personality and leadership style of decision makers have m?jor 
impact on the way evaluation findings are accepted. His/her perception of, how the organIza­
tion will accept particular findings, his/her commitment to chan~e both m a genera~ sense 
and as regards the particular problems address~d ~y the evaluation, and th;e persuasIv~ness 
which the decision maker brings to thee orgaruzation all affect an evaluatIon's potential to 
bring about change.' 

Organizational forces. Not only arc the individual ch~racteristics of the decision maker 
important but just as sa~ient are the ways i~ ~~ich s/he is ~~wed by others ~thin the 
organization. The perceIved power and credIbIlIty of the deCISIon maker, s,temmmg fr:om 
pJ;'ofessional authority and personal prestige I will influence the extent to WhICh evaluation 
finding~ will be accepted arid Implemented. 

External forces,. Extra-nrganizational forces":-essentially those of the community and of 
funding sources--as well as the general belief system of the, prevention field have p~werful 
influences on the degree to which evaluation findings are accepted. ~ommunity action, can 
support or hinder program change; inaction on ~e part of the co~umty repec~s a ~ack of 
interest Q desire to maintain the status quo, or SImply poor commumty orgamzation dIrected 
at the 'problem area. Obviously, the relative importance, of ~rug abu~e prevent~on as a 
community issue will have a strong effect on how evaluation fmdings WIll be recelved and 
acted upon within both the community a~d the organiza;ti0n. 

A full discussion of leadership styles and their effect on organizations may be found in 
Cartwright and Zander (1968), while a comprehensive discussion of the utilization of knowl-' 
'edge including annotated bibliographies, may be found in Putting Knowledre to Use (Glas~r 
arid Davis 1976). "The topic of utilizing evaluati~n findings and the role 0 the evaluator m 
this process is more fully discussed in chapter 10. 
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PROCEDURAL GUIbELlNES FOR THE EVALUATOR 

The Guidelines ha~ discussed an ideal evaluation in broad terms. But more specific 
detail is n,eeded to gtl:ide the evaluator through the conduct of an evaluation study. A 
c0l!lpr~hensive set of such details has been developed by Stufflebeam (1978). * He lists 68 
gUl~7lmes for conducting evaluation studies, divided into seven classes--conceptua}, socio­
polItical, ~ con~ac'l;ual!legal, technical, utility;' administrative, and moral/ethical. Rather than 
paraphrase hIS work, the follOwing is taken directly from the original article: 

CONCEPTUAL GUIDELINES 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

Definition -- Achieve mutual understanding among the participants in the evaluation 
study of the definition of evaluation that will guide the study. 

Audiences -- Specify the full rang~, of audiences that are to be served by the study. 
\,< 

Object -- <?larify what ~bject is to, be evaluated (~~g., a teacher, a textbook, a certain 
federal proJect, a gIven techmque, a specified drug, or an institution). 

Purposes, :-,- . Cla~ify the purposes of the study (e. g " selection of persons or groups to 
partiCIpate m a program I allocation of funds I modification of a program, interpre­
tation of program outcomes, or public relations). 

Questions, -- Clarify the audiences' questions (e. g ., which practitioners or institutions 
are,I,n most need of assi~tance? Wha~ areas of an institution or program are most 
defICIent? Should a partIcular mnovative practice be adopted?). 

Information -- Determine what information (e.g., employer judgments, patient records, 
students' test scores, and correspondence files) will best answer the audience's 
questions. 

,', 

Agent -- Identify all those Persons whose cooperation will be needed in order to con­
duct the study. 

8. Strategy -- Characterize the evaluation approach that will be, used (e. g ., a case study 
~n experiment, a survey, a judicial hearing, or an expert panel). . ' 

9 . Flexibility -- Insure that the evaluation strategy will allow for the discovery and inves-
tigation of new questions as the evaluation . develops. 

" , :;;' . ., 

10. Standards -- Define the standards that will be used to judge the study.' 

SOCIOPOLITICAL GUIDELINES 

11. 

12. 

14. 

15. 

16. 

Invo,lvement -- Invoive the audiences in planning alld implementing the ~valuation. 
{.' ,1 

Internal, Credibility -- Convince those whose work will be evaluated that the evaluation 
will be conducted and reported in an objective, fair and workmanlike manner.' 

External Credibility -- Convice key external audiences that the evaluation win be con-
ducted impartially and reported completely and honestly. " 

Subject Cooperation -- Secure cooperatibn from all persons whose participation will be 
required to successfully complete the evaluation. 

" ,I 

Communication" -- Communicate throughout the evaluation with the staff and all the 
audiences. , . 

'. 

Public Relations -- At appropriate times, inform the press and public about the intent, 
methods, and results of the evaluation. 
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CONTRACTUAL/LEGAL GUIDELINES 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

Commitment -- (<Insure that the evaluation findings will. be uS,ed honorably before 
agreeing to do the study. 

Products -- Specify the products and services that the evaluators are to produce. 

Schedule -- Reach agreement on a realistic. schedule for the evaluation activities and 
reports. 

Finances -- Reach agreement about a realistic budget and financial cc:mstraints. 

Facilities --, Reach "agreement on the office space and equipment that are needed to 
(' conduct the study. 

Personnel -- Reach agreement.about who Will perform what evaluation functions.' 
,-, 

Protocol -- Agree on what communication. channels ~ll be used and what policies and 
rules are to be followed incdhducting the evaluation. , 

Security -- Agree on procedures for keeping the evaluation's basic ,information secure 
from unauthorized use. 

Informed Consent -- Secure c' permission from those who are expected to supply personal 
data to- the evaluation. 

Arrangements -- Reach agreement on any special conditions of data collection tha~ will 
be necessary in order to meet the evaluation's sampling and treatment assumptions. 

Editing -- Reach agreement on who will have final editorial authority. 

Release of Re:ports -- Reach agreement on who may release the evaluation reports and 
who will receive them. 

29. Value Conflicts -- Reach a clear understanding ab
1 
oU~thhow conflicts over the criteria to 

be used in developing conclusions will be dea t WI • . 

30. 

31. 

32. 

Renegotiation -- Define procedures for reviewing and renegotia:ting 0e forn,tal agreement 
(e. g ., if there are costs overrU/:l.s in certai~, pudg~t categories or If unforeseen 
factors make it desirable to modify the evaluation desIgn). 

Spin-off -- Reach agreements about ho~ the eValu?tion can be used to. train evaluato~s, 
do research on evaluation, and aId the audience to develop theIr own evaluation 
capabilities. 

Termination -- Agree 011 conditions for terminating the contract. 

TECHNICAL GUIDELINES 
i, 

33. Investigatory,. Framework Adopt a methodological strategy that is suited to the study 
purposes. 

34. Independence -- Establish procedures for maintaining an independent perspective. 

35. Sampling -- Define th~ population of interest and employ an appropriate sampling plan. 

36. Attrition -- Provide' for replacing persons who drop out of the study sample in a sys­
tematic and representative manner, or at least for keeping a record of the 
dropouts. 

37. Description -- Fully de~cribe the object of the evaluation as it exists and/or evolves 
during the study. 
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38.' Instrument Validation ~.- InsUre that the data-gathering instruments that are used in 
t;J:ie study are .. valid for the purposes of the study.' 

39. Data Standardization -- Insure that those data that ,are to be aggregated are gathered 
.\,lnder standa~d conditions. 

40. Data Cleaning -- Remove as many scoring and coding errors as possible from the data 
before analyzing them. 

''''~:-'-. 

41. Data Management -- Code, store, and retrieve obtained data according to a systematic 
·plan. 

,42. ' Aggregation -- Cpmbine data at those levels that are of interest to the audiences. 
' C::', 

43. Computer Program -- Insure that the computer pr~grams used are appropriate and are 
not in some way flawed in the output they provide. 

~4. Analysis Plan -- Have a conipetent statistician verify that the data analysis plan is 
appropriate arid sufficient. 

45. Interpretation -- Insure that the norms and standards that are used .for interpreting 
the res,ults of the evaluation are appropriate for the evaluation's purposes. 

46.' 

47. 

Report Editing -- Edit th~ evaluation reports before finalizing and publishing them. 
\~) . 

Complexity -- Do not reduce 'the problem under study to a false simplicity. 
. ~ 

48. Re-analysis -- Make"the obtained data available for independent re-analysis. 

49. Audit i~- Obtain an independent appraisal of the evaluation report. 

UTILITY GUIDELINES 

50. Audience" -- Identjfy the audiences of the evaluations, stay in touch with them, and 
periodically update your appraisal of their information needs. 

51. Objectives -- Insure that" the objectives of the evaluation match the information needs of 
the audiences. " 

, 
. 52. Tflrgeted Reporting Address each audience's information needs directly. 

53( Precision -- Comml.Jnicate the findings of the evaluation in clear and precise language. 

54. Conclusiveness -- Provide conclusions and recommendations in the evaluation report. 
-::::::; ~ , 

55. Media -- Use that combination of media and methods that will best help ~ach audience 
, understand the evaluation findings. 

56. Applications -- Help the "audiences to see how they can apply the evaluation findings to 
their practical situations. \\ 

ADMINISTRATIVE GUIDELIm.:S 

57. Stflff -- Staff the evaluation with qualified personnel. 

58. Orientatioh and Training' -- Acquaint the 'persons who are to participate in the evalua-
G tion with their responsibilities, and train them in the procedures required .to carry 

out these responsibilities~ " 

59. Planning -- Plah the 'evaluation sys~~matically and collaboratively. 

60. Schequling -- Maintain up-to-date projecti()ns of what evaluation actiVIties involving 
whqt persons will occur at what times." 

u 
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61. Control -- Monitor and control the evaluation activities so that the evaluation plan gets 
,-" implem~nted. 

1'1 
EconOIl~y -- Moni~o~ ~nd control tJ:l~ use of time and resources oSo that they are used as 

WIsely and e~~Icientlyas possIble. " '. 
~. 

62. 

MORAL/ETHICAL GUIDELINES 

64. 

it 65. 

Self-Esteem -- Tfeat the'people whose work i~ being evaluated with dignity and "respect. 
~ . '. 

Comparisons:"- Place the evaluation of an. object in proper perspective by contrasting 
its strengths and weaknesses with those of o,ther objects that are in competition 
with it for funds.' . 

~.; 

Common Good -- Issue reports that refl~ct the best interests of a free sqciety, but not 
the self. interests of any group. 

66. Value Base .::- Report judgments that represent broad, balanaed, and informed persnec-
tives. 

67. Pretext -- Be careful not to allow clients to claim falsely that ~:valuation results are the 
basis for prior decisions. 

68. Social Value -- Report evaluation results in the "context of how well the object of the 
evaluation meets human needs. 

The CONCEPTUAL GUIDELINES are concerned with how evaluators conceive evaluation. 
These guidelines recognize that evaluations typically are team activities. If the ttlam mem­
bers are to communicate and. collaborate effectively, they must share a common and well­
defined conception of evaluation and how they will apply .. it. In order to develop this 
common view of evaluation guidelines, the members of an evaluation team should answer ten 
general questions: What is evaluation? What audience will be served? What object will be 
evaluated? What purposes will be served? What questions will be addressed? What infor­
mation will be needed? Who will do the evaluation? What· strategy will th,ey follow? How will 
flexibility be maintained in the evaluation? What standards will be used to judge the 
evaluation? ' 

The SOCIOPOLITICAL GUIDELINES reflect the fact that evaluations are carried out in 
social settings and are subject to a variety of political influences. Unless the evaluators 
deal effectively with the people who will be involved in and affected by the evall1,ation, these 
people may cause the evaluation to be subverted or even terminated. The actions that the 
above guidelines direct evaluators to t~ke in order to avoid and deal with sociopolitical 
problems are to (1) involve those who will be affected by the evaluation in planning and 
conducting it, 1(2) convince those whose work will be evaluated that the evaluation will be 
done fairly, (3) convince external audiences that the eval~ation will be:Qone impartially and 
reported honestly. (4) secuJ;,e advance agreements to parpcIpate from those who are expected 
to cooperate in the evaluation, (5) maintain communication throughout the evaluation with the 
staff and audiences, and (6) conduct a sound program of public relations for the evaluation 
study. C • 

The "CONTRACTUAL/LEGAL GUIDELINES denote that evaluations need to be covered by 
working agreements among .a number of parties, both to insure efficient collaboration and to 
protect the rights of ,each party. The underlying assumption is that successfu! evaluation 
requires that evaluat()rs, ~ponsors, and program personnel collaborate . If this collaboration 
is to be effective~ it-needs to be gl!!ded by wor:png a~reements. If these are to hold, they 
often must be forr.ally constructed, as in a contract or a memorandum of agreement. Such 
formal agreements should reflect possible disputes that might emerge during tlle evaluation 
$d should give assurances to each party concerning how these disputes will be handled. 
The 68 guidelines aQpve direct evaJuators to reach agreements with their clients on the 
evaluation's: (1) purposes, (2) products, (3) schedule of activities and reports, (4) 
budget, (5) office space and equipment, (6) persGnnel, (7) protocol, (8) procedures for 
keeping infovmation secure from unauthorized use, (9) use of human subjects, (10) arral'\ge­
ments for collection data, (11) editorial authority, (12) rules for releasing information, (13) 
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plan for dealing with value CGnfIicts; (14) rQ,les for modifying the evaluation plan and 
budget, (15) authority to use the evaluation for research, development, and training pur::' 
poses, and (16) rul(ls for terminating the eyaluation.' 

The TECHNICAL GUIDELINES reflect the fact that evaluators must solve many technical 
problems that have to qo" with collecting and r:eporting information. These problems pertain 
to the general investigatory framework, the sources of evaluative information, the instru­
ments and procedures for gathering data, the ways and means· of organizing and analyzing 
the obtained inforIIlation, and the media and methods to be ~sed in "reporting the results .. 
Seventeen specific guidelines have been presented for deal¥HJ with these. pr9blems. ,. 

The UTILITY GUIDELINEs~are intended to insure that evaluations will be planned and 
conducted in order to meet ti?:} information needs of the evaluation's audiences. These" 
guidelines . .direct evaluators to ascertain their audiences' informatinn needs; formulate evalua­
tion objectives that respond tQ, these needs; report directly clearly, and conclusively to each 
audience; use reporting media and methods that best serve each audience; and help each 
audience to apply the evaluation findings. 

The ADMINISTRATIVE GUIDELINES reflect the fact that .evaluations are often compl8x 
undertakings that require much careful planning and>coordination. ,+0 help evaluators 
administer their projects, the guidelines remind evaluators that they shoUld staff their eval­
uations appropriately, orient and train their staff ( plan the1,r activities thoroughly, manage 
the implementation of the evaluation plan, and be careful td' conserve the resources used to 
conduct the evaluation. Moreover evaluators should implement these administrativeguid~lines 
in such a way as to enhance the ability of the client agency to improve its long-range 
capabilities to manage evaluation studies. 

The MORAL/ETHICAL GUIDELINES emphasize that evaluations are not merely technical 
activities but are also performed to serve some socially valuable purpose. Determining the 
purposes to be served inevitably raises questions about what values should be reflected in 
the evaluation~. Deciding on value bases also can pose ethical confliGts for the evaluator. 
The final set of guidelines in the abnve list direct evaluators to treat all people involved in 
the evaluation with respect and dignity, present their evaluation of an object in proper 
perspective, conduct their evaluations so as to advance th~ cause of a free society, report 
judgments that reflect the pluralism in society, not allow their evaluations to be used 
improperly to justify past decisions, and evaluate objects in terms of how well they meet 
human needs. (The original version of the article from which this section was taken 
appeared under the title, "Meta Evaluation: An Overview, " by Daniel L. Stufflebeam 
published in EVALUATION & THE HEALTH PR,OFESSIONS, Vol. 1, No. 1 (Spring 1978) pp. 
17 -43 and is reprinted herewith by permission of, the publisher, Sage Publications, Inc. ) 

GONCLUSION 

The model presents a framework for imprqving the quality of evaluations. The focus of 
the: model is program evolution--a continual search for improved ways of achieving a specific 
objective, facHitated by feedback mechanisms. At the heart of the NPERN evaluation process 
is the reality that the likelihood of producing an effective' and useful evaluation is increased 
when a skilled evaluator works cooperatively with an equally skilled prevention professional. 
Prevention evaluation should be a multifaceted, incremental, and iterative process. 

ENDNOTES 
1 This approach borrows. heavily from: John D. Waller and John W. Scanlon. "The 

Urban Institute Plan for the Design of an Evaluation." Working paper 3-003-1. 
Washington, D.C.: The Urban In~tj.tute, March 1973. (Copies may be obtained from 
either author, at the Performance Development Institute, 18PO M. St., N . W ., Suite 
1025-South, Washi:nton, D.C. 20036). 
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PARTll 

INTRODUCTION 
Issues pertaining to data collection and measurement are relevant for all levels of 

evaluation. The selection of indicators, instruments, measures, and data sources in large 
part depends upon the purpose and modality qf the prevention program. One of the most 
basic considerations in selecting outcome and process indicators is that they reflect the 
central goals and objectives of the program. For each program objective, at least one out­
come and one process indicator should be identified and developed. The care with which 
this link must be established cannot be overstated. For example, if the program is 
attempting to change drug-related attitudes, it is important to specify which attitudes are to 
be changed as well as the activities or services that are intended to bring about that 
change. Too often, a scale of drug attitudes is selected almost at random without reference 
to the attitudes the program is attempting to modify. 

In the ideal model set forth in chapter 2, goals and objectives that articulate the 
theoretical basis for specific prevention programs are established ir(=Jllie policy development 
phase of the program. An alternative, perhaps more typical scenario(~finds an evaluator in a 
situation in which the program development process is less formal\";/Nith program objectives 
poorly articulated. In such a case, the objectives must be defined"'before trying to identify 
process, outcome, and impact indicators. When faceawith having to define program objec­
tives in the course of an evaluation, it is important to review carefully those program compu­
nents designed to facilitate desired changes. And on the other hand, one's resultant objec­
tives should represent realistic outcomes of the program's activities. There should be clear, 
logical linkages between activities, objectives, and indicators. When instruments are selected 
to operationalize indicators, the linkages should extend as far as item content; that is, even 
items or clusters of items should be linked to activities and objectives. 

It is recommend~d that the evaluator formulate a conceptual framework indicating how 
program events are hypothesized to effect specific, measurable changes. The framework 
should be based on the evaluator's own perceptions of the program, the staff's perceptions, .' 
and evidence from the prevention literature. The framework should be used by the eval­
uator and program personnel as a guide to determine which indicators and measures should 
be included in the evaluation. 

In addition to the conceptual framework, the information requirements of the user of the 
evaluation and the resources available to conduct the evaluation are two other important 
factors that influence the scope and depth of the evaluation. Since the users' information 
requirements vary in importance, they should be made explicit, with priorities spelled out. 

e 

There are alternative methods that can be used to gather data for specific indicators. 
These vary considerably in reliability, validity, depth of coverage, and cost. The._cnoice of 
method should reflect both the priority being given to the indicator and the -resources 
available. For example I if the process by which youths a~e taken into a community based 
program needs to be thoroughly analyzed, one may want or need to approach this by means 
of ethnographic methods which have considerable costs, that is 1 using highly trained 
observers. If only a cursory picture of youth intake is required, then a few questions in a 
process evaluation inventory might suffice,. Even within a particular method, great latitude 
often exists with regard to how extensively and carefully a particular indicator or measure 
can be studied. ,c , 
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In the following pages is a discussion of indicators, instruments, measurements, and 
data sources that parallels the trilevel framework of the evaluation model. Process is dis­
cussed in chapter 3, outcome in chapter 4, and impact in chapter 5. This format enables 
the evaluator and the program decision maker to focus on the level most appropriate for 
their needs. 
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"CHAPTER 3: PROCESS EVALUATION - INDICATORS AND MEASURES 

INTRODUCTION 
The approach ,to evaluation in this section is based on the position that in" addition to 

'the why's and wherefore's of program success or failure, a thorough analysis and under-
standing of program operation is crucial to process evaluation. . 

Process evaluation can be used for "a variety of purposes. The continuous feedback it 
provides is important for internal monitoring, which in turn can be used to guide and direct 
resource allocation, organizational decisions, and ongoing program development. Externally, 
process evaluation contributes significantly to accountability and replicability. 

, In general, process information· strengthens an outcome evaluation in at least two ways: 
first, it can provide clues as to how an outcome evolved and underscore the vital components 
active in producing the results; and second, along with appropriate control or comparison 
grouping, it can llelp to determine whether a particular intervention by itself caused some­
thing to happen or if other factors .. also were involved, and if so, what they were. 

To illuminate where and how new factors are introduced into a program, or how prior 
factors change as a program evolves J process may be studied as an end unto, itself. Under­
standing the influence the program has on participants a;s both the program and participants 
change "over time may., pose problems for the evaluator. Therefore, methods for describing 
this influence should be carefully reviewed, referenced, and illustrated. Process evaluations 
are much like case studies, in that a major problem is to decide how to limit the range of 
inquiry. BounQjiries must be placed around what is relevant and useful for the evaluation 
effort. 

The specific needs of the intended user are the most important guides in determining 
the depth and breadth of a process evaluation. These needs, which should be made explicit 
in the evaluation plan, will be reflected in its design in terms of the type of information 
(descriptive, associative, or explanatory) to be collected, and the.,components of process to 
be addressed. These components in turn. should bear. soma relationship to the strategy and 
structure of the prograJlLb~irlg eva,luated. 

Unless the explication of program process is recognized as an objective of evaluation 
per se, the situation that has prevailed in this field in which almost no evaluation adequately 
portrays what actually takes place. in a program may continue. This is particularly lamen­
table whtm an outcome evaluation suggests that a program is effective, but there is no clear 
understanding of what the program is or how it works, so that it can be replicated. 

Two issues must be adressed if one is to 'provide an adequate description of program 
process. First, one must select indicators t measures, and methods that span the various 
phenomena that make up a program. The decision as to how to provide appropriate coverage 
for a spedfic program must be made in accorcl,ance with the special circumstanc~s of that 
program. For example, a well-balanced picture of a program might have some information in 
each of the major categories of input and process variables, that is, variables concerning the 
staff, participants, physical resources, organizational structure, program relationships, and 
program service delivery. 

29 

:.' 



:.z 44 $ 4Q 'i • 

The second issue to be addressed is that of program characteristics--they must be 
specified as precisely as possible, and preferably quantitatively. To be effective, a process 
evaluation design should include methods that afford precision in the specification of process. 
This is especially true for those indicators and measures deemed the most critical in 
replicating tne program or the most important in secondary uses. 

In order to understand what happens in a program, it is necessary to know what goes 
into one. The framework used to assess inputs should be one that makes it easier to 
identify variations between or differences among programs and modalities. The clearest way 
to do this is to build the analysis of inputs from least common denominators. These common 
denominators, insofar as substance abuse prevention programs are concerned, may be cate­
gorized as human resources, physical resources, contextual variables, and program specific 
variables such as organizational structure, service patterns, and staffing. This is the 
framework with which we will discuss prevention program inputs and processes. . 

PROGRAM INPUTS 

HUMAN RESOURCES: STAFF AND PARTICiPANTS 

An analysis of staff and participant variables is an essential component of process 
evaluation because of the effect hUman resources have on _Irt1ogram functioning and outcomes. 
A discussion of relevant variables follows. 

The number of staff members and participants is obviously a prima facie indicator of 
program size. Fulltime workers must be differentiated from parttime and voluntary staff. In 
each case, all w,f;)rk hours per person should be taken into consideration, as the nature and 
direction of the program can be influenced strongly by volunteer staff, the ratio of full to 
parttime staff, and so on. Because staffing patterns will vary throughout the life or cycle 
of a program, it is important to specify the time or time period for which the staffing 
pattern applies. 

Ascertaining the number of participants may be less straightforward, since program 
records tend to be less accurate and comprehensive for participants than fop staff. There­
fore, the evaluator should specify the procedures or assumptions followed in deriving the 
number of participants. Useful indicators for this purpose include average number of partic­
ipants per month, numbers of progl:'am starters, completers, and dropouts, ratio of program 
starters to completers and completer's to dropouts, and number or percentage of participants 
completing specific segments of the program. Again, the time related aspects of the enumera­
tion should be specified. 

Basic demographic data such as age, gender, marital status, racial! ethnic background, 
religion, socioeconomic status, residence, family composition, and education have implications 
for both outcome and process evaluations. Their often-assumed role as intervening variables 
is important for outcome evaluation, but th~se aspects of human resources also influence 
program process... Items for assessing this information can be selected from the demographic 
data section of the Drug Abuse Instrument Handbook (NIDA 1976). This inform'.ltion is 
frequently available from standard agency personnel records, but two important cautions 
should be observed in using it. One is the tendency to make assumptions about the staff 
and participants based solely on images gathered from the demographic data. The other is 
an ethical and legal responsibility to respect the privacy of the individual--agency records 
can be perused only upon consent of the employees or volunteers in question. The so-called 
Buckley Amendment (P .L. 93-380) has since 1972 protected access to individuals' records in 
any programs receiving State or Federal funds. 

The degree of detail desired for family composition or family background variables may 
be greater for participants than for staff. The Drug Abuse Instrument Handbook also 
contains a selection of items and instruments useful in measuring family telationships, as a 
complement to the "harder" family composition and residence data. The Family Environmental 
Scale (Moos 1974) is especially well-suited to describe interpersonal relationships among family 
ffieiTIEers. 
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In assessing the ffcualifications and special skills of staff members, it is wise to take 
more than academic bac ground and" work experience into consideration. Informal training 
such as workshops ,apprenticeships, hobbies .and interests, cOllUIlunity involvement, life 
experi~nces, independent study, and so on, can reveal abilities which otherwise might remain 
unnoticed. Of special value to prevention programs is staff experience with or knowledge of 
p.rugs, alcohol, and users" along with training in such prevention techniques as values 
clarification, affective education, behavioral interventions, and healthful alternatives to 
drugs. Experience in organizing and public relations also can be significant for program 
operations. ' 

The parallel to staff skills and qualifications for participants would be a set of extra­
family behavioral indicators designed to provide information on the experiences participants 
bring to the program. Of interest in this category are school or community based indicators 
such as grade point average, class standing, attendance and disciplinary records, group 
affiliations, employment, leisure activities, and of course, drug use experience. 

ATTITUDES, VALUES, BELIEFS, AND KNOWLEDGE 

An understanding of, and the distinctions between, attitudes, values, beliefs, and 
knowledge is crucial to evaluating prevention activities. Beliefs are statements about reality 
that are accepted as true by individuals based on logic, empirical observation, tradition, 
faith, or a combination of these. KnOWledge can be taken as belief which has been subjected 
to sufficient empirical testing that the perceived likelihood of the truth of the statement is so 
great as to preclude its rejection when directly challenged. Programs based on providing 
information (knowledge) typically measure changes toward beliefs supported by logic or 
evidence and away from those founded in tradition or faith. 

Values are those general elements of belief systems that help to define what is good or 
right, and w,hich express, through judgment, what is desirable or worthwhile. 

Attitudes are learned orientations toward objects or situations which, like value judg­
ments, possess evaluative properties. The difference between values and attitudes is in the 
greater concreteness and specificity of the latter. Attitudes can be t:'1ken uS behavioral 
expressions of values and beliefs. Because of their greater specificity and more direct 
expression through behavior, attitudes tend to be measured mor'e frequently than are values. 

Both operational definitions and the relationships between attitudes, values, beliefs, and 
knowledge are heavily debated by various schools of thought. One of the major issues 
involves determination of which of these are dependent and which are independent variables. 
That is, are attitudes and values shaped by beliefs, knowledge, and behavior, or do atti­
tudes, values, beliefs, and knowedge shape behavior? (See Goodstadt 1975.) Tpe issue is 
compounded by the fact that all of these concepts must be operationally defined by behavior 
of one sort or another, whether in response to a questionnaire or through direct obser­
vation. Given the fact that there is overlap among them, there is further compounding in 
terms of the construct validity of any test measuring them. The ongoing nature of the 
debate notwithstanding, it is recommended that information on drug-related knowledge, 
attitudes, behaviors, and beliefs be collected for partidpa!'ts and staff as an input in 
process evaluation. . 

Partici ant drug and alcohol attitudes are assumed to be indicative of current or prob­
able su stance use, thereby havirig implications for outcome evaluation. Of interest in 
process evaluation is the degree to which attitudes toward drug and alcohol usage and users 
(and drug and alcohol abuse prevention) are shared among participants and staff, and in the 
larger organization or community in which it is located. Expressed intent to use or not use 
particular drugs in the future might prove to be a powerful predictor of use, as has been 
demonstrated with cigarette smoking (Fishbein 1977). 

Items which may be of use in measuring attitudes toward drug and alcohol users and 
usage are the Baer Marijuana Attitude Scale; Suitability for Treatment Scale, Fisher et al. 
Marijuana Attitude Scale, High School Students' Opinions, Attitudes, Kn9wledge, and 
Experience ... Concerning Drugs Scale, and the Kandel Study of High . SchoDl Students-­
Student Questionnaire, Wave I. All of these are referenced in the Drug Abu:H~ Instrument 
Handbook. Also useful is "A ttitudes Toward Drugs," found in Accountability .in Drug 
Education: A Model for Evaluation (Abrams, Garfield, and Swisher 1973). 
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. Attitudes toward prevention are as important as those toward drug and alcohol use 
Itself. Often these may be inferred from information defining attitudes toward drug and 
alcohol use. The Addictions Research Foundation in Toronto, Canada, has developed a scale 
designed to ascertain staff attitudes toward prevention (Goodstadt 1979). Again, it is the 
extent to which attitudes toward preventi.on of drug and alcohol abuse are shared by staff 
and by participants that is most relevant for process evaluations. 

It is unlikely that at the outset of a program participants will know much about the 
particular strategy being employed. However, the staff should be expected to have hoth 
knowledge of and attitudes toward the use of specific prevention strategies such as values 
clarification, decision making, and interpersonal skills development. Positive staff attitudes 
toward a program's strategy can enhance its effectiveness by ensuring that the program 
moves along its intended course. Consistency of response and congruence with other per­
sonality factors, especially those gleaned from observation and interview, should be consid­
ered carefully. 

In addition to the above ,staff attitudes--toward the community, the participants and 
their families, other staff members, and administrators--are significant. Studies in the field 
of psychotherapy have shown that responsibility, perseverance, openness, .. concern accep­
tance, and positive regard are all as~~ciated with effective therapy (see Rogers 1961 i Rogers 
and Dymond 1954) i these same qualIties may enhance the performance of staff members in 
drug and alcohol abuse prevention programs. 

Closely related to attitudes are the values which . staff and participants hold. Such 
{flobal concerns as purpose of life, the meaning of right and wrong, and orientation toward 
lIfe ~tyles all shade one's. perception of others: Views about the work ethic, expression of 
emotions, use of powe.r, Importance of aesthetics, and so forth are also important determi­
n~mts of program harmony. Additionally, of particular concern to prevention programs are 
Views toward deviance, rebelliousness, self-control, sociability, and security needs. The 
need for attention to differing attitudes, values, beliefs, and knowledge is brought into 
sharp pelief when considering prevention programs targeted at minority .. populations. 
Resear,ch suggests that value and belief conflicts between minority programs and "mainstream" 
funding sources a~e a major source of stress for programs at all levels (see, for example, 
Fogel 1975 i Kemmtzer 1973; Myers 1979). Developing means of improving compatibility 
hetween systems which reflect different world views may be viewed as a major initiative for 
the field. 

Both staff and participants can be expected to bring role expectations to the program 
that will influence their own performance and that of others. Written program proposals and 
job descriptions can provide some clarification on intended staff roles. However, these roles 
mayor may not match the role expectations--a mismatch that has serious implications for 
morale and program functioning. Unrealistic or unrealized performance goals may lead to 
frustration and self-condemnation, possibly resulting in high rates of staff absenteeism, 
tardiness, and turnover. 

PHYSICAL RESOURCES 

Physical resources may often be enumerated in terms such as square feet of space, 
numbers and types of equipment, supplies, materials, transportation, and so on. They may 
also be related to program functions. Use of each type of resource can be disaggregated 
and analyzed, or related either to broad program functions (management/administration and 
service delivery) or to more specific program activities (tutoring museum trips camping) 
which are performed in order to achieve specific program objectives'. ' 

~nother aspect of physica~ inputsimpo~tant in program evaluation is pattern of use, 
that. IS, whether the resource IS used once In the course of the program and retained for 
use In subsequent programs, used once and then discarded, or used frequently throughout a 
program. 

Many of the data required to enumerate and analyze physical inputs may be found in 
program r~cords. However, additional probing or data collection will probably be required if 
more detaIled matching of resources to specific activities and objectives is attempted. In 
such cases, program staff or administrators may be able to recall details on resource utiliza-
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tion. Another, more costly alternative, is to design collection activities to measure this 
aspect of physical resource utilization. 

Program records, proposals ,and budgets should yield information on program funds, 
including amounts received, their sources, and intended and actual expenditures. This 
information is essential for estimating direct program costs. Indirect, in-kind, shared, 
social, and marginal costs can be estimated from other input information (as discussep in the 
preceding pages). Cost anal~'sis can be used to integrate analysis of many of the human 
and nonhuman resource variables. It is a limited integration in that "hard" descriptors 
(numbers, hpurs, and so on) of human resources tend to be emphasized. However, if the 
objectives of the process evaluation include ,efficiency determinations, then cost analysis is 
essential. The analysis of inputs in terms of costs also is essential for cost-effectiveness 
and cost-benefit evaluations. 

CONTEXTUAL VARIABLES 

The community ;,ind institutional environments in which a prevention program operates 
directly affect its workings and effectiveness. The discussion that follows deals mainly with 
the community environment i institutional settings are discussed in a later section. 

If a formal needs assessment has been conducted during the program development phase 
and reviewed or up'dated thereafter, many data on contextual variables should be readily 
available to the evalUator. The same environmental characteristics that engender a need for 
prevention services also affect the program's functioning. These relate to the general 
social, economic, and population structure of a community. Indicators used to describe 
socioeconomic and demographic structures include the age distribution of the population, its 
racial/ethnic composition, and the predominance of any subcultures and of power or interest 
groups. Other indicators are per capita income, unemployment rates by age, sex, or racial/ 
ethnic group, income distribution, major sources of employment in the community, and the 
percentage of families receiving welfare assistance. Still other indicators of need might be 
derived from the percentage of single parent families, mobility patterns, education and 
literacy rates, and general health as indicated by mortality and morbidity rates for key 
diseases and illnesses. Data for these indicators may often be obtained from special surveys 
and records maintained by county, city, and State offices that provide human services to the 
target area. U. S.. Census records (disaggregated by neighborhood or enumeration districts) 
may also prove useful. 

The incidence and prevalence of "social problems" as indicated by court or police files 
on public drunkeness, driving while intoxicated, crimes against Rroperty, crimes against 
persons I and drug arrests all are in their own way helpful environmental parameters that 
may affect prevention programs and programing. 

Arrests for drug use, possession, and sale is obviously a crucial indicator of th~ extent 
of the "drug problem" in a region or community. To this can be added medical information 
(obtained from hospitals and hospital emergency rooms, physicians, and medical examiners-­
similar to that reported through the DAWN system). The mere presence of crisis or treat­
ment ,~enters provides both an indicator and an awareness of the problm, at least among a 
portion of the population. 

Community attitudes toward youths or groups of people with significant unmet needs, as 
well as attitudes toward drug and alcohol use, users, and prevention, are directly related to 
the functioning of a prevention program. Such attitudes can be ascertained by means of 
community surveys, or infened from local news articles, records of meetings of community 
organizations, and so on. The frequency of discussion, the kinds of proposals made, 
opinions voiced, actions, taken--all of these provide information about a community's attitude 
toward the prevention of drug and alcohol abuse. Even more important from a program's 
point of view is the extent to which the community and its leaders encourage and support 
the development and operation of prevention programs. 

33 



;u 4.1 44 'C • 

PROGRAM VARIABLES 
If proces~ evalu?tion is to provide answers to the why's and wherefore's of a program's 

success or faIlure, It ~ust have structure. It must be more than sporadic "warm body 
co~nts." and ~eporting ·-6f effor~. The, structure" or framework that is r.l;ccmmended in the 
GUIdelInes b~Ilds on the pr~cedmg a,na~ys,is of inputs. It, combines (or borrows) techniques 
s;nd perspectives from a varlety of dIscIplInes. The resulting perspective is a composite. It 
lIes s?me~here between ,that of s~ciology's trea~ent of individuals as members of groups and 
orgamzatio~s, ?n~ management SCIence's emphasIs on the product of organizational interaction. 
The resultmg m~:hca~ors of process are constructed by means of qualitative and quantitative 
assessments , W~IC~ I~ turn are based on measurement techniques that have been developed 
by the parent dIsclplmes. ,. 

When conducting' a thorough process evaluation, it is recommended that indicators be 
construc~ed using subjective and objective measurements of various types 'the goal being to 
reflect fIve aspects of a program's functioning. These are: ' 

• Organizational structure and patterns 

• Program service delivery 

• Program-participant relationships 

• PartiCipant-staff relationships 

• Staff-Staff and staff-progr~ relationships. 

, ,Two additional considerations should be noted. First, each aspect of program func­
tionmg, can, be developed, further than is done in the Guidelines. Additional development 
wo~ld IllumInate the relationships among the aspects, but it might result in overlap or dupli­
cation. In some cases, a component might appropriately be discussed under more than one 
aspect.~econd, "process" denotes something dynamic, . something ongoing. Someapproaches 
to evalua~m~ ~rocess lend themselves more readily than others to continuing coverage. But 
even static mdlcators and techniques can be employed at more than one point in time. 

ORGANIZATIONAL STRUCTURE AND PATTERNS 

The literature on organization behavior suggests a variety of approaches or models that 
can ?e followe~ to analyze and design an organization. These include variations' on, the 
claSSlcai pyramId model, the neoclassical organic and behavioral models, and the modern 
system~ based n;t0dels. The systems based models are most consistent with the approach to 
evaluation that IS recommended in the Guidelines. However, it is apparent that these incor­
porate m,any elements that were developed by the classical and neoclassical schools. A prime 
example IS structural analysis. 

l,nte~est in orga;nizational structure can be traced to some of the earliest writings on 
orgamz~ti01!al analysIS. Structural' analysis adresses dimensions such as authority and 
co~~mca~on, and staff li~e relationships in terms of their horizontal and vertical charac­
teristic,s withm the org~mzation, and relationships of the organization to superordinate 
subordmata, and coor?mate organizations. ~oth formal and informal patterns can b~ 
assessed under the gUIse of structural analysIs. However, emphasis has been placed on 
formal patterns as dia,grammed in organization charts. Although the use of organization 
charts and ~tructur:al an~lysis may be considered a static approach to understanding program 
processes, It prOVides Important benchmark information against which informal and actual 
program patter~s can be measU'red. These patterns, which are discussed in more detail in 
s:ubsequ7nt s~cti(;ms, can ?e analyzed by means of sociometric techniques that utilize observa-
tIOn or mterVIewmg techmques for data collection. ' 

A,nother" ,aspect of organ~za~ons emanating from the classical school of organization 
anal~sI~ p,ertams to, the, or~amzation of work in terms of patterns of jobs and degrees of 
~peClahzation. Aga~n, It s oUld be noted that there may be differences between formal, 
I~tended roles and mformal, actual roles. The former may be assessed through job descrip­
tions, complemented with interviews with administrators or managers. Actual or unin-
tended, roles may be analyzed by means of intervjews and observation. ' . 
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Systems based approaches to organization analysis integrate analyses of the formal 
aspects of organizations with the physical environment in which the organization functions; 
informal relationships, patterns, and roles; and the personalities and status of the individ­
uals. Linkages among parts of the system are analyzed in terms of communications, balance, 
and decision making (Scott 1967). . Each of these linkages in turn has various dimensions 
which can be analyzed in detail. 

One useful and comprehensive way of describing organizations., using a case study 
approach, has been presented by Cline and Sinnot (1980). Drawing on previous work by 
Nielen (1977), they have found it helpful to describe organizations using five interdependent 
dimensions: task, function, information, fiscal, and personnel. ' 

The task dimension describes the organization as a set of work assignments intercon­
nected by authority and accountability r~lationships. Major tasks assigned to different units 
must be identified, along with specific activities undertaken to accomplish each task, as well 
as the supervisor-supervisee relationships involv~d in these actiyities . Data collection is 
accomplished through interviews, observations of work activities, and existing documents 
such as job deScriptions. 

The function dimension describes the organization as multiple operating units intercon­
nected among themselves and the organization's environment by the ways in which they act 
and react in relation to one another. To examine this dimension, the evaluator determines 
how the various units within and outside the organization interact by specifying the content 
of the stimuli and responses that characterize these relationships. Data sources are inter­
views, observations, and documents such as organizational charts and annual reports. This 
dimension is distinguished from the task dimension in that the latter focuses on activities 
within units, while this dimension describes how they interrelate and, in concert, achieve 
the organization's goals. 

The information dimension describes the organization as a structure of decision points 
connected via data channels. Examination of this dimension is best done through mapping 
both formal and informal data channels by tapping into a sample of the communication lines 
between decision points. This is probably the most sensitive and difficult area of this 
multidimensional approach. 

The fiscal dimension depicts the organization as monetary resources connected by bud­
getary and accounting relationships. Resource allocation within the organization must be 
determined. In order to obtain details of budget deliberations ,and decisions, existing docu­
ments must be analyzed, and interviews conducted with those who prepare and approve 
budgets. All financial statements must be carefully reviewed. A major difficulty in de­
scribing this dimension is the possibility of "hidden" resource allocations t which might not be._. 
easily identifil;'d. 

The personnel dimension characterizes the organization as a group of persons inter­
acting on a day to day basIs. Obviously, data coUection of this dimension is best accom­
plished through observations of interpersonal interactions. Because of the broad range of 
such interactions, a major task Of the evaluator is to limit such observation to the most 
relevant interactions, choosing appropriate time periods for observations. 

The above five dimensions are not exhaustive of all aspects of the structure and func­
tion of the organization and, further, are highly interdependent and thus not mutually 
exclusive. They do provide, however r options for data collection and" analysis, covering the 
major characteristics of the organization. 

The major problem for the evaluator in using the above format, or any other in which 
the organization is analyzed as a case study, is not to determine what is to be examined, 
but rather what is to be excluded from examination. Given that there is an infinite amount 
of data which could be collected, the main task is to limit the inquiry--to estab¥sh bound­
aries bilSed on considerations of costs and relevance to the total evaluation effort. 

An emphasis in the evaluation model recommended in the Guidelines is on the decision 
r-a~ng function within the program. ,Therefo~e, one. might examine the relations?ip~, or 
. In ages between programaecision makmg and mformatlon feedback, values of the mdIvld-
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uals, resources available, and internal authority (a formal aspect). Each of these 'compo­
nents may be expected to change over time I according to program dynamics. 

" Additionally, understanding of program processes might be enhanced by knowledge of 
the record or history of the program. Length of a program's existence, factors which led to 
its creation, size trends over time, past successes and failures, program directions over 
time--all of these can illuminate the conditions under which the program operates. Sources 
for such information include program records, interviews with staff, and perhaps the mass 
media. . 

PROGRAM SERVICE DELIVERY 

This section focuses on the services to be delivered, in particular the rationale for 
their delivery and the manner and setting in which they are delivered. The information. 
required for evaluating program service delivery is descriptive and may be available from 
program re~ords , especially if the ideal model is. followed during program development, and 
lffiplementation. 

Any evaluation of process should include some discussion of the assumptions, concepts, 
and th~ort underlying the strategy or mOdalifn in effect. As noted in the introduction to 
tne ~uidelnes, the varIOUs prevention moda lUes correspond to presumed causal or need 
patterns and measures that can be taken to meet those needs or circumvent the causal 
forces. 

If program development has been documented, information should be available to indicate 
the rationale for selecting a specific modality or group of modalities for the program being 
evaluated. If such documentation is not available, the evaluator should ask program person­
nel to reconstruct development procedures as they apply to the selection or design of a 
program strategy. 

As noted previously the entire program development exercise may be considered to be a 
component of process evaluation. Chapter 2 discusses program development phases in terms 
of their implications for the validity of subsequent outcome evaluation.- But each of these 
phases also has implications for process evaluation. . 

When evaluating process, evaluators should be concerned not only with the selection 
and design of a strategy but with the decision process that led to the prevention program. 
This brings us to another aspect of program development-- needs assessment. The need 
being addressed by a particular program should be directly related to the design of the 
program's strategy. Of importance from a process evaluation perspective are factors such as 
how the need was identified. Was a formal needs assessment conducted? When? How? What 
data were collected from whom? If no formal assessment was conducted, were other available 
indicators used to infer need? What were they? Who were the principal actors participating 
in the assessment of need? 

The evaluation of services actually delivered by a prevention program can proceed along 
several dimensions, including timing, content and service integrity. Both of thes~ dimen­
sions may be assessed in terms of the degree of rigor versus flexibility. 

With regard to timing it is important to know intended and actual length of service 
delivery, that is, is the program designed to be a one time presentation for those partici­
pating in it? Is it a sequence of offerings extending a week, a month, or a year? How 
frequently are services delivered (daily, weekly, monthly)? How long is each session? Are 
sessions scheduled in advance or on demand? 

The content or substance of preyention services may be more difficult to evaluate. 
Content pertains to the issues that are discussed or experienced and the materials used by 
staff or participants. It also relates to the degree to which the program encourages or 
discourages individual innovation or interpretation by staff. . Also at issue is the integrity 
of the services being delivered, that is, whether activities aimed at I say, clarifying values 
or strengthening interpersonal communications skills are, actually adressing that variable. 
Where process evaluation is included as a supporting component in an, outcome or impact 
evaluation, it is still important to understand how the content of service delivery is expected 
to relate to program objectives. 
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Also important from the perspective of service delivery are factors such as the institu­
tional and physical settings in which services are delivered, the procedures undertaken to 
manage program activities, and the kinds of data collection techniques that are being used in 
the program. . 

With the' exception of mass media campaigns, most prevention programs involve direct 
exchanges between the providers and receivers of services. Therefore, as has been urged 
above for different reasons, an evaluation of program processes should include analyses of 
the relationships among participants, staff, and the program. 

PARTICIPANT-PROGRAM RELATIONSHIPS 

Participant-program relationships vary widely with the modality of the program. 
Fortunately, analysis is aided by the similarities that reach across most of the programs. 

One such characteristic pertains to the referral or identification procedures through 
which individuals corne to participate in programs. Some referral of sorts may occur when 
groups are targeted during the needs assessment process. But actual referral may be a 
procedure or set of procedures similar to intake in other human services programs. In some 
cases, referral is nothing more than identification based on membership in a specific age or 
educational groUp. This would be the case in which a "drug prevention unit" is incorpo­
rated in a school health curriculum. In other cases, a need may become apparent for a 
special type of service provided by a prevention program. Referral may be made by a 
teacher or other school employe, a peer t. or a social service or other public agency. This 
type of referral may be associated with early intervention alternatives or affective education 
programs. And,) participants may self-refer. The referral component of process is of 
interest because of its potential for influencing outcome as well as for its relationships to 
other components of process. 

It is unlikely that participants will be priY'Y to the objectives of prevention programs. 
Nevertheless, it is important to ascertain their expectations from the program, regardless of 
the referral procedure. In an evaluation of a school hasecrearISTintervention program in 
Atlanta, researchers at Emory University's Center for Research on Social Change investi­
gated expectations and actual experiences by means of a 20-item questionnaire administered 
after the participants finished the program. The items corresponded to possible needs 
situations such as peer and family relationships I school. work, legal problems, and health 
related issues including problems with drugs. 

The participants were asked to rate each factor twi:::e. The first was to describe self­
perceived needs when the program was joined, the second to describe the participant's 
perception of the help actually given through the program. Each item was rated on a scale 
of zero to five where zero represented a little need or help and five represented a lot. 

" 

Participation varies among the individuals in ca program in terms of time and quality of 
participation. Attendance records may provide information on the extent QfParticipation but 
not on the reasons for participation. If this aspect of process is considered important, 
attendance data should be supplemented with interviews, This may yield, reasons for attri­
tion or for Itpoor" or "low" levels of outcome. There are degrees of intensities of participp-
tion which range from participating because it is a re,quirement or the "lesser of two evils," 
to having a strong degree of attachment to the program. Information useful for assessing 
degrees of participation can be obtained by means of staff reporting, direct observation, and 
participant questionnaires. 

As has been noted previously, relationships between knowledge, attitudes, and behavior 
are not clearly understood. Cohen (1967) concluded that participants' use of drugs could be 
altered, depending upon the information acquired during a program. Fifty percent of 
Cohen's participants said that they would discontinue using psychedelic drugs if they were 
aware of scientifically proven harmful effects. In a subsequent study, Swisher and 
Crawford (1971) found that although participants gained an understanding and knowledge of 
drugs and their effects, their attitudes toward use of drugs were not altered significantly. 

. These and other studies have led to changes in program design and presentation. And, as 
is illustrated in the outcome chapter, most prevention programs are operated on the assump­
tion that the services being provided will have a "favorable" impact on knowledge, attitudes, 
and behavior. 
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E~ich (1979) has suggested that the link between the information or experiences of 
prev~n~o~ programs and the resultant attitudes or behaviors is the impressions formed EY 
the mdiVIdual participants. ~ Impressions are influenced by prior knowfedge and experleilces,. 
awarene,ss, and the conte~t and format of presentations. To identify impressions created by 
prevention pr09~ams, EmrIch has used ,a micro-ethnographic meas·urement technique which is 
ba~e~ on particIp,ant repsonses to a time related sequence of still photographs of program 
actiVity. , By asking the participant a series of questions designed to elicit his/her thoughts 
and fee~l11:g~ about program activities, the observer can establish a subjective assessment of 
the actiVI:t1es, compare apparent ~egrees of awareness among participants, and explore 
whether dIfferent outcomes are assocIated with varying degrees of awareness. 

P ARTICIP ANT-STAFF RELATIONSHIPS 

~ar~cipant,-staff" rel~tio~ships ,have both qualitative and quantitative dimensions. 
Quantitatively l!llportant mdicators mclude frequency and duration of ~ contacts, and the 
nUIDber and ratio of planned to unplanned contacts and formal to informal contacts. All of 
these provide yital process descriptors. To these should be added the ~a[~ative dimensions 
of th~se r~lations~ps., Fact~rs such as purpose of the contact, its content, topic, and 
dynamICS WIll proVide mformation on what transpired. Below are typical micro-level indica­
tors of participant-staff relationships: the context in which contact was made (small group, 
large group, or one to one), the location in which the contact occurred, the party initiating 
the contact, and actions taken by the respective parties. And what was the outcome of the 
contact? Was the contact cooperative or antagonistic? Did the parties express anxieties that 
werE~ or were not alleviated by the contact? Or did they express pleasure as a result of the 
con~act? ~ata for ~ese parameters can be 7011ected relatively routinely by staff reporting 
or m~eraction analysIs. The structure of the data should be tailored to the program in 
question I reflecting the strategic assumptions on which it is based. 

STAFF-STAFF AND STAFF-PROGRAM RELATIONSHIPS 

, Staff-staff relationships can be analyzed in term§ of communications, working relation­
Sl?-IPS, ,and balance o~ agreement on, program-relateo> issues, procedures, and objectives. 
DImenSlOn~ of, commurucati9ns approprIate for process analysis include its form (writrJ., 
spoken),' I~ mtend,e~ audIence (one or seve~al persons, the entire staff), parties to 'the 
commun~ca~on (a~rus~ators, managers, offIce staff, service delivery staff) I pattern of 
communIcation (cham, CIrcle, wheel, Y), the initiator of communication intent of communica­
tion (transmit information one way, stimulate dialogue, encourage feedback) content of 
communication (cognitive, normative, or affective information), amount and frequency of 
communication, and whether it is formal or informal. 

Pr~ce .Cl97~), in ~ review of measures used to study organizations, noted that although 
70mmun~catio~ IS conSIdered ~o be ?ne of the most significant elements of organizational 
mteraction, ItS measurement IS relatively poorly developed. Questionnaires, self-reporting 
fC?rms, and observation--especially by means of interaction analysis--are the principal tech­
ruques recommended for collecting data to evaluate communications. 

, These same tech!liques are wel~ s:uit~d for collecting data to analyze working relation­
sWps. In an, evaluati0Il; of process It IS Important to know who works with whom to perf~rm 
w at tas~s, WIth whom do the staff consult .for advice on program-related problems, and who 
are the mformal leaders among staff. ThIS approach to analyzing staff-staff relationships 
blends the concepts of group role and functional relationships. As with other dimensions o'f 
process, actual relationships should be compared with intended relationships, 

There are many concepts that relate to balance at the level of the individual and the 
organiza~.i0:r:. The use of, balance as a d~vice for gaining perspective on staff-staff relation­
shIPS WIthm a program mvolves an assessment of the extent to which t..~ere is harmony 
among the staff. Key points are: 

• Attitudes and motivations of the individual 

• Their formal status, roles, and objectives 
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• Program issues, procedures, a:nd objectives. 

Scott (1967) suggests that the above elements of balance are interdependent. This 
concept of balance includes staff-program as well as staff-staff relationships. Other indica­
tors of staff-program relationships include absenteeism, turnover and burnout rates, amount 
and type of training received as part of the program, and the disc}'e.p-an£:~\es between formal 
job descriptions and actual roles in the program. '\ 

Absenteeism may be ~ measured quantitatively in terms of frequency and length of ab­
sence, and qualitatively in terms of reasons for absence. Turnover rates may be indicated 
by the ratio of changes in staff to total staff for specified periods of time. Equally impor­
tant are the reasons for turnover. Exit interviews might yield important information for 
planning strategies to reduce turnover. Turnover because of burnout is not uncommon with 
intensive prevention programs. One administrator, sensitive to this phenomenon and its 
potential in her program, schedules one day per week for both 9n the job training and 
trouble shooting. The ag'enda varies from week to week but always staff members are 
encouraged to share their experiences and problems with other staff members as a way of 
gaining support and seeking solutions, 

As the relationship between actual program roles and intended program roles can be a 
source of friction, it is worth one's while to study formal job descriptions, organization 
charts, and interviews with program administrators to see what the intended program roles 
are. Then, through observation, program records, and interviews find out what the actual 
roles are, that is, what is really happening with the staff and the program. 

Interviews and observation techniques can be used to assess the extent to which there 
is harmony or conflict among program elements, as well as to assess absenteeism, turnover, 
burnout, on the job training, professional development, and support services. Apparently 
no prevention process evaluations have attempted an analysis in this great detail. Conse­
quently, an evaluator contemplating an exercise of this scope is referred to the organization 
evaluation and analysis literature for instruments and measures that may be appropriate for 
gathering data for these process elements. Two especially relevant volumes are Measures of 
pc~)pationai At;titudes and Occupational Characteristics (Robinson, Athanasiou, and Hean. 
97.3 , and Handbook of organizational Measurement (Price 1972). These are discussed in the 

appendix to part II. ~ 

ENDNOTES 

1 The above discussion paraphrases the work of Cline and Sinnot (1980), included here with 
the permission of the authors. 
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'CHAPTER 4: OUTCOME EVALUATION - INDICATORS AND MEASURES 

INTRODUCTION 

This chapter emphasizes indicators of outcomes in relationship to prevention program objec­
tives. These objectives include intermediate obj~ctives, which are those that start the causal 
process or movement toward ultimate objectives, the desired long-term effects. For instance, 
a program might have the intermediate objective of improving social skills, which is expected 
to causally relate to the ultimate objective of preventing drug or alcohol abuse. The chapter 
begins with a discussion of objectives for prevention, shifts to a discussion of ultimate 
objectives related to drug and alcohol use and attitudes, and reviews intermediate objectives 
in terms of available instruments. 

OBJECTIVES 

SPECIFYING PROGRAM OBJECTIVES 

One of the major difficulties encountered in attempting to establish an outcome evalua­
tion is the development of a clear statement of objectives by the program staff. It is axiom­
atic that an outcome evaluation cannot proceed unless adequate objectives have been 
developed. Consequently, it will frequently be necessary for an evaluator to spend time 
with the staff in an attempt to articulate measurable outcomes for a program. The role of 
the evaluator in this situation is to facilitate the preparation of objectives rather than 
attempting to interpret program intentions and impose objectives on the program staff. 
Mager's (1962) text on. developing objectives indicates three areas of focus that an objective 
should address. They are: 

• Desired behaviors (for example, a decrease in drug use) 
• Specific circumstances (for example, after three months in an alternatives 

program) 
• Level of performance (for example, sustained at. a one year followup). 

As Suchman (1969) has pointed out, the problem of specifying the objectives of a par­
ticular program is more complex than one might think. Most programs are designed to 
produce "intermediate" effects on the program recipients. The assumption made by the 
program is that these intermediate effects (for example, improved self-concept) are both 
necessary and sufficient conditions for achieving the program's ultimate goal of reduction of 
drug and alcohol abuse. 

A program may s:ppear to be ultimately unsuccessful for two reasons: 

• The program may fail to produce a unique short-term effect, thus 
failing to initiate the process leading to the attainment of the long­
range goal'. 

• The program may succeed in bringing about the unique short-term 
goal, but this proximate effect may not be sufficient to bring about 
achievement of the long-range objective. 
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The fir~t state: of affairs may be considered to ~e a true failure of the program, while the 
second IS a. faIlure ?f. :the theory of the assumptIOn(s) underlying the program. There is of 
course a thIrd posslbll~ty: .the: program may fail to bring about the proximate objective but 
nevertheless suc~e~~. m .brmgmg about the desired long-range effect. Tabh~ 1 portra s 
these three possibIlIt~es m the context of intermediate and ultimate objectives of drug aKd 
alcohol abuse prevention programs. 

Table 1. Interpreting Outcomes in Relation to Intermediate Objectives 

Program 
Intermediate 

Objectives 

Program _____ ------...... ~ Inlermediale EffeCl, 
----------------~ 

1 
Poinl 

of program 
failure 

slarting causal 
process 

1 
Point 

of theory 
failure 

The point of table.l is to ~mp?asiz~ the importance of assessing the intermediate objectives 
as well as the. ultimate objectives m any prevention effort. With each type of prevention 
prograI?, certam. specific intermediate objectives are expected to result in the achievement of 
the ultImate, or long-ra~ge objective (reduction of alcohol and drug abuse). Thus, the first 
and fundamentally most Important task of a prevention evaluation is to identify the objectives 
of the progr~. In 1?ra~tice, it is r:are that any drug or alcohol abuse prevention program 
has only a .::;mgl~ o?Jective. As ~elss (1972) and others have pointed out, some programs 
have ?S the~r obJe~tive. sheer surVIval, at least in their initial stages. Further, some pro­
gra~s publIc or mamfest" goals may be qu~te different from their real or "latent" goalB. 
V~rIOus program staff members may. have dIfferent concp.ptions of their program's goals. 
Fmally, the degree of support of a. gIven goal on the part of staff members varies Despite 
these problems, the. fact re~~ins that a progra~ can be e'Val';late~ only if its obje~tives ar\~ 
cl~arly know?-_ ~t IS s';lrprl~mQ" then--and ObVIously very significant--that many program"'! 
fall to fully Identify theIr obJectIves. '" 

OUTCOME INDICATORS 

The ou~come indicat~rs fall into two broad categories: measures of drug arid alcohol 
use, the prlm~ry and ~rtual~y essential class of indicators for any program type; and 
measures of adjustment, ~ncludmg personal, family, and peer adjustment. These reflect most 
of the personal. and. socIal ~orrelates of drug and alcohol abuse, many of which are fre­
quently woven mt? mtermedlate program objectives. Also included are indicators of perfor- . 
mance .and behav~or. The. e~p?asis in this category is on activities in school social/ 
recreational pursUIts, and dlsclplme. ' 

ULTIMATE INDICATORS 

Ultimate ind~cat?rs of drug and alcohol use are appropriate across all six program 
types. Outcome mdicators of drug and alcohol use are typically self-report measures. It is 
unfortunate that ~rug use, the central outcome criterion--and a sensitive one at that--is 
me~sured ~y self-reporting t~chnique:s, which are vulnerable to reactive bias. However, 
methodologIcal research on the collectIOn of drug use prevalence data (for exampl~\ Hurst 
Cook, and RCi!Jlsay 1975; and Abrams, Garfield, and Swisher 1974) has shown seif-report 
measures of thIS type to be reliable and valid. 
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INTERMEDIATE INDICATORS 

Intermediate indicators comprise most of the measures of program outcomes, generally 
thought to be linked in some way to drug abuse. Indeed, most drug and alcohol prevention 
programs (with the exception of purely informational ones) devote a large proportion of their 
time and resources to one or more of these areas of adjustment, in the belief that some 
minimum level of adjustment/coping skills of the target group is required. to prevent alcohol 
and drug abuse. As mentioned above, the literature generally supports this view, although 
the direction and specific nature of these influences are neither simple nor clear. 

Attitudes toward drug and alcohol use are too often substituted as indicators of the 
ultimate behavior because of the perceived difficulty of measuring use through self-report or 
other means. This substitution rests on the problematic assumption that attitudes, ex­
pressed verbally or as responses to pen-and-paper instruments, are extremely valid indica­
tors of use or intended use. Although attitudes and use have been shown to be correlated 
(Fejer and Smart 1973) this does not necessarily warrant the substitution of one indicator for 
the other. In fact, positive attitude change at program completion without concomitant 
behavioral change can create enough internal conflict to result in reversion to former atti­
tudes or, of course, to later reduction in drug use. So far, no definitive study has 
adressed this issue in prevention. 

The following list of intermediate indicators contains "attitudes," rather than only 
"attitudes toward drug and alcohol use," to emphasize that the measurement of attitudes 
toward other indicators is also relevant to an evaluation. For instance, attitudes toward 
criminal activity or teachers, especially when accompanied by other measures, can aid in 
increasing the social significance of" findings. The major source for the following list of 
intermediate indicators is Lettieri (1975), which contains comprehensive discussions of 
various indicators and references a range of studies which demonstrate their relationships~ to 
drug and alcohol use. ' . 

• 
• 
• 

• 
• 
• 
• 

• 
• 

Attitudes 
'Intentions to use 
Personal development 

Self-concept 
Responsibility 
Moral development 
Alienation 
Decision making 
Locus of control 
Values clarification 
Social interaction 
Achievement motivation 

Family interaction 
Peer interaction 
Knowledge about drugs and alcohol 
School performance 

Academic 
Activities' 
Teacher interaction 

Criminal activity 
Social/recreational activities 

For most programs beyond the informational level, personal adjustment indicators are 
quite relevant. The appropriateness of family and peer interaction indicators depends on the 
thrust of the particular program. Typically, programs strive to improve the quality of 
family relations. Both peer and family relations are measured, most often through instru­
ments administered to the participant and sometimes, in the case of the family indicators, to 
a parent or sibling as well. 

With the exception of data on social or recreational activities, indicators for schools and 
community are based on the records of schools and criminal justice agencies. Social and 
recreational activities usually are assessed by self-report" checklists. 
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The above list is far from exhaustive. The evaluator must be highly attuned to pro­
gram activities and stated objectives to ferret out other meaningful and relevant indicators. 
As an example, the "Outward Bound" type of program emphasizes the development of self­
reliance, which has been sh,own to be negatively correlated with drug abuse (Segal 1975). 
The evaluator must al$Q. be sensitive to a host of culturally relevant indicators which may be 
unique to minority oriented programs. ' . 

An attempt has been made to review instruments for each of the program types and for 
the ultimate and intermediate objectives. These reviews are found in t.lte appendix to part 
II. 

DATA SOURCES 

Once program objectives are fully identified, the next critical task facing the evaluator 
is to link them to obser~rable and measurable criteria. It may be that important objectives 
are too often overlooked, but at least as often evaluators fail to identify variables or 
methods by which program objective achievement can be measured. The section below 
describes some of the major sources of data useful to this (lspect of drug and alcohol abuse 
prevention program evaluation. 

A wide variety of sources may be tapped for indicators and measures of program 
effects. Weiss (1972) lists 15 distinct sources as follow: 

• Interviews (with the recipients themselves or with peers, teachers, 
etc.) 

• Questionnaires 

• Observation 

• Ratings 

• Psychometric tests, of attitudes, values, personality, preferences, 
norms, beliefs, and other psychosocial variables 

.. Institutional records (e.g., grades, discipline records, truancy 
records) c~~,) 

~ Government st.atistics (e. g., local police file on drug related incidents) 

• Tests of information, interpretation, skills, application of kno,wledge 

• Projective tests 

• Situational tests presenting program recipients with simulated life situa­
tions 

• Diary records (of school personnel, parents, etc.) 

• Physical evidence 

• Clinical examinations 

• Financial records (e. g., expenditures of a school district for vandalism 
repair) 

• Documents. 

All of these sources represent different methods of assessing a program's attainment of 
objectives. In practice, the more nonreactive or "unobtrusive" measures are not used as 
frequentIyas they might be. (See Webb, Campbell, Schwartz, and Sechrest 1966 for a 
general discussion of these kinds of measures.) In practice, verbal or questionnaire type 
self-reports are the kind used most frequently in drug abuse prevention. 
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ISSUES IN PREVENTION MEASUREMENT 

SELF-REPORT, ARCHIVAL, AND OBSERVATIONAL MEASURES 

The various indicators available to prevention evaluators may be broadly categorized 
into self-report and observational measures. The pros and cons of each of these categories 
are discussed below. 

The most commonly used indicators in prevention evaluation are self-report measures. 
These include written instruments, and the less common face to face or telephone interviews. 
Such measures are relatively easy to obtain and score, and their generally good reliability is 
an attractive feature. However, detractors argue that self-reports rely on a presumably 
weak assumption that respondents are willing or able to accurately report their own feelings, 
attitudes, past behavior, or behavioral intentions. It is further argued that the problems 
with self-report are compounded when the issues under consideration are sensitive, such as 
drug or alcohol use. 

In general, the case against using self-report data has been somewhat overstated. 
While it is true that respondents will distort or even falsify self-reports, a number of tech­
niques exist for improving the general validity of self-report data. These include: 

• 

• 

• 
• 

Impressing respondents with the importance of the evaluation, and especially with 
the importance of their contribution to it. 

Establishing a trusting and open relationship with respondents before testing 
begins. 

Clearly establishing that individual responses will be kept confidential. 

The use of consistency checks to detect false responses. 

Without such safeguards however, the validity of self~reports, especially of sensitive 
behaviors, will indeed be suspect. 

Observational methods subsume two broad categories of indicators--behavioral observa­
tion and archival or records data. The latter include school attendance, grades, criminal 
records, referral records, and so on. These data are generally collected for some reason 
other than evaluation and are usually not under the direct control of the evaluator. As 
such, archival data are subject to numerous biases, err6rs in reporting, differences in 
interpretation, and general sloppiness which may not be known or knowable. Eber (1975) 
provides a delightful example in which patients' stated age and age as calculated from birth 
date correlated .91. 

By contrast, behavioral observation is generally undertaken solely for the purpose of 
evaluation and is usually under direct evaluator control. Observations may be made of 
classroom behavior, teacher behavior, communication skills, interpersonal skills, and so on. 
Problems of observer bias may be adressed through multiple raters and inter-rater reliability 
coefficients, although the" bias introduced by being observed can, in principle, never be 
adequately adressed. 

A third class of measures sometimes used by treatment programs is physiological indi­
cators. These indicators rely on the detection in blood, urine, ,or saliva, of traces or 
bypro ducts of various substances, including nicotine, opiates, alCohol," barbitllrates, and 
amphetamines. Prevention evaluators may be tempted to use such measures, owing to their 
high reliability. However, the primary criterion of the selection of these mea,sures, as all 
others, is the relevance to the prevention program in tile context of the program's total 
environment. For example, programs which emphasize the development of trusting rela­
tionships between participants and staff might find such measures ill-advised. 

MEASURES OF DRUG AND ALCOHOL ABUSE 

. The purpose of any prevention p~'ogram is to delay or prevent drug or alcohol abuse. 
Accordingly, there should be no question that the major outcome indicator is consumption 
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patterns .and the ne~ative consequences of use. However, goals and objectives related .~' 
changes I~ consumption patte~ns may be different for drug programs than for alcohol pro­
grams, an may ~Iffer for dIfferent drugs within the same program. For exam Ie most 
alco~ol programs aIm to prevent use related problems such as alcohol related arreits' health 
p,ro ems , an~. so on rather than use per se, and drug programs may have different ob' ec­
tives for. marIjuana than for hero~n. Tha evaluator must take particular care to assure btat 
consumptIOn measures are approprIate to program objectives. 

PROTECTION OF HUMAN SUBJECTS 

AI! issue which the. evaluator needs to consider when administering interviews is the 
pro~ection of .human subJects. DI:IEW h?s re£!u!a:ti0ns (45 CFR, Subtitle A, Part 46) ov­
ermng the rIghts of human subjects In actiVities supported by grants' (except for~ula 
~gants~. ort ~O?trf acts

d
· Of particular importance are the procedures to be followed in obtain-

su Jec s In orme consent. Informed consent is defined as: 

The knowi~g conse?t of an individual or his/her -legally authorized 
r~presentatIve, ,so sItuated as to be able to exercise free power of choice 
WIthout undue Inducement or any element of force fraud deceit dUress 
or other forms of constraint or coercion (ADAMHA' 1975). ' , 

Basic elements of information necessary to informed consent are: 

• A fair explanation of the prevention program 
procedures to be followed and their purpose 
of any procedures which are experimental. ' 

• A description of any attendant discomforts and 
expected. 

and its objectives, the 
including identification 

risks reasonably to be 

• A description of any benefits reasonably to be expected. 

• A description of any appropriate alternative procedures that might be 
advanta~e~us for ~e ~tudy subject. For example, if study subjects 
are rec~IVIng s~rVlce.s In the prevention program, describe appropriate 
?lternabve servIce, If any, to which such subjects could be referred 
If they choose to discontinue participation in the project. 

• An offer to answ:er any iriquiri~s concerning the procedures. 

• I!lstru~tions that study subjects are free to withdraw consent and to 
discontmue participation in the project at any time without prejudice. 

Another !,eference on t?~ issue of human subjects is Ethical Principles in the Conduct 
~fb~itiearch Wl~ HfaniPar~cIpants (APA. 1~73) which includes principles of ethical respon-
of tIhl es,. e~aml p es 0 SItuations where prmcipies might apply, and discussion of application e prInCIp es. 

SAFEGUARDING ANONYMITY 

guaraB~cau~~ of mora~, legal, a,nd reliability. conSiderations, it is absolutely necessary to 
n ee . e anonYJ?lty .. of subjects and to ~pare them self-incrimination. Thus, where a 

pr~ .and posttest. deSIgn IS to be done, various code systems may have to be established to 
;~~~I~t~ anony:ty. One use~ul, but unreliable, system involves assigning a number gen­
secu~ity 0 a s~ Ject a~ kn function of given characteristics (such as birthdays parts of social 

h num ers, mc ames converted to number codes street number; and so on) 
rTepOrUogdh th~t code bsounds simple '. it tends to cause . data lo~ses when subjects are asked t~ 

uce 1 on su sequent occaSIOns. 

Another sy~tem involves ~ev~loping a single master liEJt that has code numbers and 
na~eb . The?re~allY, such a hst IS only accessible to the evaluator but the subjects may 
no e conVInce ; furthermore, such records could be subpoenaed ~s part of a legal pro-

:) 
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ceeding. Fearing trouble, the subjects may totally distort their involvement with drugs, and 
thus subvert the evaluation.' So, in order to both safeguard privacy and to improve the 
quaJity of an evaluation, assurances must be made to the subjects that adequate safeguards 
have been taken. Efforts are being made at the Federal level to provide some legal immunity 
to researchers and evaluators in this field. 

One way to protect anonymity and possibly r,educe response bias when asking sensitive 
questions is to use random response techniques on questionnaires. This approach protects 
the anonymity of the question rather than the respondent. Ir1 one of the simplest models, 
two questions are presented--the sensitive question and an innocuous question for which the 
probability of response is already known. Respondents are asked to choose a question by, 
say, flipping a coin, and then to respond without letting the interviewer know which ques­
tion is being answered. Given prior knowledge of the probabilities of question selection and 
responses to the innocuous question, estimating the proportions of group responses to the 
sensitive question is straightforward. 

Many other models have been developed, including some which allow responses to fre­
quency of sensitive behaviors. The major drawback to all methods is that only aggregate 
data are obtainable, preventing further analysis at an individual level. Further, larger 
sample sizes are required because the obtained variance is a function of the proportion of 
the sample responding to the sensitive guestion rather than of the entire sample. (French 
1979; Fox and Tracy 1980). " 

EXAMINER-RESPONDENT INTERACTION 

Precautions should be taken to minimize examiner influence in data collection. The 
relationship between the examiner and examinees has always been considered critical in the 
administration of any type scale (for example, see Anastasi 1976). In soliciting answers to 
substance use scales, Horan, Westcott, Vetovich, and Swisher (1974) randomly assigned 
subjects to assessment conditions in which subjects were either anonymous or identified by 
name by the examiner. Subjects identified by name claimed significantly less drug use than 
subjects who remained anonymous. 

Whereas it is important for the examiner to have the trust of the subjects, it is equally 
important that s/he not be per30nally acquainted with them. Aspects of the experimental 
situation (the experimenter's appearance and behavior, th~ content of instructions given to 
subjects features of the physical environment) can systematically bias subjects' behavior. 
Especially when the behavior in q~estion is controversial, subjects may be sensitive to situ­
ational cues that label the behavior acceptable or unacceptable and vary their answers accord­
ingly. Cues having such effects are referred to as demand characteristics. Obviously, 
when such influences occur, findings may be accurate for the specific situation but unrepre­
sentative (that is, lack external validity). Demand characteristics can be lessened by using 
appropriate instructions to subjects and employing unobtrusive measures whenever possible. 
Alterations in test administration can also influence subjects' performances, so these too 
should be guarded against by preparing examiners and selecting adequate testiJ.lg conditions. 

Advance' preparation of examiners is necessary in. order to ensure uniformity of proce­
dure. Examiners should memorize verbal instructions exactly so that they can present the 
test in a natural, informed manner without hesitation or misreading. Likewise, test materials 
should be available to the examiners prior to administration of the test. 

Attention to details of testing conditions is important, as minor aspects of the test 
environment can alter subjects' performances. This requires selection of a suitable room free 
from distractions, with appropriate lighting, ventilation, seating, and working space. A 
procedure to prevent interruptions should be impl~mented. Any unusual te.sting conditions 
should be recorded and taken into account when interpreting test results. 

CONSISTENCY SCORES 
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used would be deadly (for example, curare--a paralytic drug sometimes used in surgery 
where artificial life support systems are available). Positive responses to dummy drugs ~.l~ow 
for the elimination of these subjects. However, there is no known method for determmmg 
whether subjects have underestimated. One solution is to ask subjects how honestly they 
completed each questionnaire, but then they may lie about having lied in the first place 
(Swisher and Crawford 1971). 

WEIGHTED SCORING 

Composite scores can be developed for data reduction of self-report drug and alcohol 
use scales. One. developement in the realm of scaling measurement of use has been tI:e 
assignment of weights to the various products consumed. It is relatively easy to obtam 
agreement among experts that once a day use of marijuana is less harmful than the same use 
of a barbiturate. However, it may be impossible to obtain a consensus, say, that three 
drinks of whiskey a day is more or less harmful than a comparable use of barbiturates. 

A simple scheme such as assigning a proportionate weight to various substances has 
been used in prevention evaluations (for example, Swisher, Warner, Upcraft, and Spence 
1973). In this instance heroin was given an arbitrary weight of two, barbiturates one and a 
half, marijuana one, and so on. The derived score is the sum of the weights times the 
extent-of-use index. The weights assigned can vary according to the unique concerns and 
consequences for a particular client population. However, it is important to establish some 
system of weighting as part of the evaluation process. 

Another, more complicated technique was developed by Gunderson, Russell, and Nail 
(1973) who rank ordered eight classes of drugs according to perceived severity of psycho­
logical and physiological effects and then modified these scores by considering individual 
usage rates, methods of use, 'age of o~set of use, a~d, finally, duration ?f use. By 
summing scores, composite scores reflecting total drug ll?-volvement were obtamed ... Th.eIr 
findings suggest that the involvement scale. related to varlOu~ aspe~t~ of drug re~a9Ihta~on 
in a meaningful way and may have potential value for varIOUS clImcal and admmistrative 
purposes. 

Lu (1974) developed a composite score by deriving sets of appropriate index weights for 
each state of use (that is, extent of involvement) for each drug type based on the distribu­
tion of data from a sample. A user has an assigned weight for each drug used, considering 
extent of use, and the user's drug-use index is the sum of the weights for the individual 
drugs. This index inherently places more weight on drugs which are used less frequently 
in the sample. 

Pandina White and Yorke (1979) have extended Lu's work by including (1) extent of 
use, (2) fr~quency of use, and (3) recency of use, and combining these factors into a 
composite score. Again, the user's drug-use index is the sum of weighted scores. The 
exact procedure is detailed in their study. 

All of the above weighting systems can be easily modified to incorporate alcohol or 
tobacco consumption. Marlatt (1978) reviews a variety of issues regarding self-reporting of 
alcohol consumption and suggests several unique approaches to overcoming some of the 
problems in this area. 

As in all other cases, reduction of drug and alcohol use data to composite scores loses 
information. Obviously, such techniques are inappropriate if the evaluation seeks to examine 
interactions between specific kinds of drug use and program interventions. However, as 
general measures which can be used as dependent variables in outcome studies, rationally 
derived composite scores are useful, particularly in the cornmon situation where both low 
proportions of subjects are actually users and where a wide variety of use patterns exist, 
such that analyses which attempt to distinguish or classify on these bases would require 
extremely large sample sizes. 

DRUG ABUSE 

One of the pitfalls in assessing extent of drug use is to equate use with abuse. 
Unfortunately there is no standard definition of abuse, and various positions seem to reflect 
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Some of the numerous intermediate outcome indicators which are valuable measures of a 
program's effectiveness have been listed, and there are several reasons for employing them 
in addition to drug use indicators. The legitimacy a~ these indicators (for example, self­
esteem) does not hinge solely on the existence of causal connections between the indirect 
indicator and drug use or alcohol misuse. Their legitimacy can also be established by (1) 
the existence of program goals and objectives which seek to change such intermediate atti­
tudes or behaviors, and (2) credible evidence of an association between drug use and the 
particular indicator. For example, if the program has as an intermediate objective the 
improvement of a client's self-esteem, and if some program activities are directed toward that 
objective, the use of a measure of self-esteem as an outcome indicator is entirely appro­
priate. (With regard to the latter point, it is necessary to demonstrate the existence only of 
consistent, predictable associations bevtleen an indirect measure and drug use, not the 
presence of a causal relationship between the two.) If the literature provides evidence of a 
linkage which is sufficiently significant, then the intermediate measure is an appropr:iate 
indicator. It is likely that constructs such as self-esteem, attitUdes toward deviance, alIen­
ation, attitudes toward family or personal responsibility are not linked to drug use in any 
neat, predictable chain but rather change in concert with drug use (Gorsuch and Butler 
1976). Partly because attention and concern is focused on drug use, there is a tendency. to 
view it as the terminal event in a sequential chain rather than simply as another behaVIor 
occurring as part of a broad set of changes. 

TARGET GROUP CHARACTERISTICS 

There are certain characteristics of a client population or target audience that can place 
several constraints on the methods of measurement. In particular, evaluators must exercise 
care in the use of paper and pencil instruments. For example, the reading level of an 
instrument may be too high for a particular client population. If a portion of the population 
is functionally illiterate or just marginally literate, no instrument should be used. More 
likely, the client popUlation will consist of adolescents (ages 10-18) who can read, but whose 
reading abilities may not be very high. 

A related problem, often overlooked, concerns the conceptual level of an instrument. A 
client may be able to read and understand individual words and terms of an instrument but 
may be unable to comprehend or relate to the concept that is being addressed. Instruments 
that contain a number of sophisticated abstractions ("spiritual meaning of life, I' "political 
justice," "world order") may not translate well to many client populat\;ms. On the other 
hand, efforts to reduce the reading and conceptual levels of an instrument can go too far. 
The instrument must be appropriate for the social and maturational level of the clients. 

If published instruments are being considered, make sure that the manual describes ~e 
characteristics of the popUlation with which the instruments have been used. To be safe It 
is advisable to pretest any instruments (whether published or developed inhouse) on a small 
sample (say, five clients) to determine whether they are understood and viewed as relevant. 

Another obstacle to the use of pencil and paper instruments concerns general feelings 
about "taking tests." Many young people and certain ethnic groups hove developed negative 
attitudes toward instruments, viewing them as alien tools designed to label them as failures 
or deviants. Depending on the degree of these feelings, the climate in which the instru­
ments are administered can help to overcome this problem. Instead of asking clients to "take 
a test," the evaluator should explain carefully why the information is necessary ("We want to 
find out how we are or are not helping you and what your needs are so that we can improve 
our program") and ask them to help by "giving some information." An ~n~trument, just like 
a counseling session, is a means of obtaining information about the I?art;iclpant. . A coop~ra­
tion-seeking posture on the part of the staff often can overcome InItial negative feelIngs 
about instruments. 
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, When selecting specific outcome indicators, one must be fairly certain that the indicator 
IS c~pable of reflecting change. In particular, it must b2 remembered that the sine qua non 
of Instrument deve~op~ent, especi~lly personality instruments, is reliability--stability of 
measurement ?ver time (as ~ell as Internal consistency). Thus, items which are especially 
stable over time- are more lIkely to be retained as the instrument is developed. Often the 
more, caref?lly d~veloped the instrument is, the more likely it is to contain items which are 
relatively ,ImperVIOUs ~o change: This item stability is especially characteristic of personality 
tests, WhICh are "o/PI~ally de~Igned to tap basic, stable personality traits. A review of a 
sample of personalIty InventorIes, for example, reveals several items containing such phrases 
as "I have always bee~ ... ", "As a, child ! felt ... ", ~r "In the past I have usually ... ". 
Although thes,e are basIcally, perceptions WhICh can pOSSIbly change over time, one is loading 
the deck agaInst the detection of change. The same problem exists with tests measuring 
values. 

Therefore I when selecting outcome indicators, the evaluator must not only understand 
the phenomenon but scrutinize the measuring device, especially personal adjustment instru­
ments, to be certain that it is capable of detecting change. 

INSTRUMENTATION FOR CULTURAL AND ETHNIC MINORITIES 

The last decade or so has seen an increasing awareness of the difficulties of conducting 
social resear~h in minority communities (see, for example, Montero 1977). These difficulties 
are brought Into sharp focus when the prevention evaluator is faced with the task of helping 
minority p:-vgrams choose evaluation instruments. 

<?n 0e simples~ level, one must face the reality that instruments specifically designed 
for mInorIty popula"?ons are extremely rare. This does not mean that instruments designed 
by or for the dOmInant culture ?re necessarily inappropriate for minority group members. 
However, attempts to use such Instruments to evaluate minority prevention programs will 
cOl!lpound enormously any problems in assessing reliability validity and relevance. When 
"~ddle class white English" is ,not the dominant language of the pop~lation under considera­
tion, these problems are often Insurmountable, and simply translating existing instruments is 
definitely not a solution. 

In ,a more, general sense, evaluation instruments for minority programs should reflect 
the SOCIal realIty of the, program staff and participants, a difficult proposition at best. 
Clearly, cu~tt;tr:al and e~Ic groups vary along such obvious dimensions as dominant values, 
~boos, defInItions ?f deViance, an? the meanings attributed to certain behaviors. Important 
differe;nce~ ,also eXlst betwee~ varIOUS groups' understanding and ownership of science and 
~e sCIeI?-tifiC method (s~e Trimble 1977~ and in their, I>erceptions of the value of cooperating 
With SOCIal res~arch (WeISS 191"!): An Instrument WhICh does not reflect the social reality of 
responde~ts WI~1 at best be dlfficult to complete, and at worst, will yield data which are 
grossly nusleadIng. 

It is u~likely that an ~valu~tor from one cultural or ethnic group can accuri;ltely assess 
the app~oprIat~ness ?f a gIven Instrument for respondents of another cultural" and ethnic 
group Without IntenSIve and costly ethnographic study of the group. Even when the eval­
uator and the resp,o~dents ~re fr0l!l the, same cultural or ethnic background, there is no 
guara~tee that a SImIlar SOCIal realIty Will be shared. For example, Mayovich, a Japanese 
born U; Jap~n, repo::ts that sh~ was perceived by activist Japanese Americans as "a 'white 
washed raCIst, marrIed to a whIte American, who was doing research based on white values" 
(1977, p. ,115). For these reasons, we urge that community members be involved early on in 
the, selection or development of instruments when minority programs are being evaluated a 
polIcy advocated elsewhere in the Guidelines for evaluation of all programs. ' 

, A final issue surrounding the selection of instruments for cultural and ethnic minorities 
IS the tendency among some evaluators to paint with too broad a brush when defining the 
"community" under, study., For example, one ev:aluation purported to concern "Hispanic" 
adole~cents when In re~lIty, the study population was comprised of Mexicans, Mexican 
AmerIcans, Central ~erlCans, ?outh Americans, Puerto, Ricans, and Cubans. It is likely 
that the program partICIpants dIffered on a number of dImensions a fact concealed by the 
singular label, "Hispanic." As Weiss (1977) has noted, , 
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The idea th~t there is a ,"community," and a lin'¢le community with which the researcher 
c?n c?mmumca~e and WhICh he/s~e can satis y IS a misunderstanding of reality in most 
~Itua~ons. DIffe::~nt groups ~XlSt, compete, conflict; cleavages of ethnicity, religios­
Ity, hfe goals, mIlItancy, and Interest make the search for "the community" an elusive 
quest (p. 34). 

The prevention evaluator is urged to consider carefully the cOrnlnunity with which slhe 
is dealing and to be sensitive to its diverse elements in aiding programs in selecting 
instruments. 

I~ seems worth, noting in closing one hypothesis as to why issues surrounding instru­
mentatIOr; ,beco~e hlg~ly complex when, ethnic and cultural boundaries are crossed. People 
are multidImenSIOnal, mtegrated, dynamIC wholes (Gestalt) while instruments are most often 
still frame a.n~ unidimensional., Depending upon the dime~sion sampled, two individuals may 
seem very SImIlar or greatly different. The same holds true for different ethnic and cultural 
groups. 

~h~s section began by asserting that issues of instrumentation bring into sharp focus 
the dIffIculty of conducting social research in minority communities. Perhaps the reverse is 
also tr~e: consid~ring multi.cult~ral issues brings into sharp focus the difficulty in choosing 
and USIng prevention evaluation Instruments. 

MULTIPLE INDICATORS 

'There are ?~uallY several ways in which a desired outcome can be manifested. For 
ex,ample, a partiC:Ip~nt,'s adj~stmen~ to school may ~e measured by attendance and punctu­
?hty, grades, discIpl~nary Infractions, teacher ratings, a score on a school adjustment 
Instrument, or even his/her response to the questions, "Do you mind going to school?" A 
program preferably should not rely on a single measure of criteria' it should gather as much 
of the relevant data as is feasible. ' 

Se~eral r:eason~ exist ,for this multiple measures approach. First, most programs with a 
pr~vention 0r:Ientation, typIcally cannot expect massive changes in participant behavior or 
attitude. It IS more lIkely that sonie particular aspect of a client's attitude or behavior will 
be altered by the program experience; other aspects will not change. 

Similarly I chan~e along certain criterion dimensions will vary according to the individual. 
~ne person may Improve school performance through better grades, whereas another 
Improves through increased participation in extracurricular activities. 

,A way to, reduce the limitations imposed by single measures is to use multiple measures 
obtaIned by dIfferent methods I a strategy known as triangulation. If findings from several 
methods are congruent, then policy makers are entitled to greater faith in the validity of the 
results,. If, howev~r, the results, are inc?ng~uent, then there is justification to explore the 
reaso~s for the~e ,~Ifferences,., TrIangulation IS extremely helpful when using measures with 
questIOnable rehabIhty or vahdity. (See Campbell and Fiske 1959 for a discussion of conver­
gent and discriminant validity.) 

. Multiple measures also provide for the opportunity to detect latent changes in partic­
Ipa;ntS., Changes that have not been manifested in behavior may be detected at the 
att~tudInal-value level. This advantage is especially important when trying to evaluate 
program effectiveness over,.~ b~ief peri?d of time. For example, when attempting to evaluate 
the Impact of a values clarIfIcatIOn seSSIOn, one often cannot afford to wait several months or 
y~ars to determine the full impact of the sessions, Therefore, determining whether the 
chent has begun to reassess, If only mentally, his or her system of values is desirable. 
Instrument-based measures can be useful for such purposes. 
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CHAPTER 5: IMP ACT EVALUATION - INDICATORS AND MEASURES 

INTRODUCTION 

Social programs are designed to impact a problem or need that exists within the popula­
tion. The type and magnitude of impact are used as the basis for making decisions about 
the effectiveness of prevention modalities and" the need for program expansion. Thus the 
identification and estimation of impact is an important aspect of prevention evaluations. 

The concept of impact as defined in chapter 2 distinguishes impact from and relates it 
to program outcomes. These relationships also are relevant for impact indicators r in that the 
types of effects that are appropriately considered as outcomes have impact counterparts. 
The primary difference between estimating and defining indicators of outcome and indicators 
of impact is the population for whom effects are measured. To reiterate a point made in the 
preceding chapter, outcome indicators measure changes in program participants, while impact 
indicators measure changes in the entire population for whom generalized effects are ex­
pected. Therefore, data collection for impact indicators includes both program participants 
and the general community. Impact indicators are used to define or describe program 
related and, hopefully, program induced changes in drug or alcohol abuse and related prob­
lems within a community. 

Impact effects are generated from prevention program outcomes that are generalized 
above and beyond the specific effects on program participants. For example, a desired 
prevention program outcome is the reduction of drug or alcohol abuse by program partici­
pants. Assume that as a result of a program's operation over several years, there has been 
il favorable change in self-reported drug or alcohol consumption patterns in school program 
participants, drug traffic has been reduced, teacher-student relationships have improved, 
school vandalism has decreased, neighborhood disturbances by youth have become less vio­
lent, and student-parent relationships have improved. In other words, llnprovements in the 
school environment, in family relationships and neighborhood safety, and a decrease in 
school maintenance costs may be brought about by changes in consumption patterns. These 
are potential generalized impact effects, while the changed consumption patterns of progra,rn 
participants is an outcome effect. ' 

Since these generalized effects occur throughout the community and across prevention 
programs within t..1-].at community, they may be measured in aggregate or cumulative form. 
Impact effects are measured by indicators such as prevalence and incidence levels, rates of 
drug or alcohol related arrests, the incidence of drug or alcohol related hospitalizations, and 
so on. 

Impact evaluation may have the same type of indicator as an outcome study, however, 
the data base of impact indicators is broader. Again, in our example, assume the high 
school has 2,000 students who are relatively homogeneous in terms of marijuana use. Of this 
population 1,000 have thus far participated in the prevention program. As a result of their 
participation, reported daily use of marijuana for those students has dropped from thirty­
five percent to twenty-five percent. This effect is a measure of program outcome. Over 
the same time period, the self-reported daily use of marijuana for the entire school has 
likewise decreased from thirty-five percent to twenty-nine percent. In essence, the direct 
outcome of the program has been to change the daily marijuana use of 100 children. The 
generalized effect of the program, however, has potentially changed the marijuana use of an 
additional 20 students within the same school who did not directly participate in the preven­
tion program. 

Preceding page blank 
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Further assume that the marijuana use of students in a comparable high school nearby 
decreased in' a similar way, although the prevention program had not been introduced into 
the curriculum. These effects, in addition to the generalized effects at the original high 
school, are indications of prevention impact and would be included with other relevant indica­
tors in an impact evaluation of prevention programing wit:hin that school system. 

The distinction, then, between outcome and impact is at the program versus comnlUnity 
level, affecting program participants only versus participants plus third parties, and in 
producing direct effects versus generalized effects. It should be noted, however, that (1) 
not all generalized effects are positive, and (2) these effects may overlap, making assess­
ment difficult. 

Impact indicators collectively represent those specific risk states and consequences that 
have been found or assumed to be associated with drug or alcohol abuse and related 
behaviors. From another perspective, impact indicators are the measurable aspects of 
quality of life in a community that may be related to drug aJld alcohol abuse. In respo~se, 
prevention programs are instituted to adress the community problems by moderating, 
changing, and altering those risk states which contribute most to drug and alcohol abuse 
and are most amenable to program intervention. 

The need for prevention programs, implicitly or explicitly" ~s based on an, s;ssessment of 
the risk status of the community. Both drug and alcohol speCIfIC and nonspeCIfIc character­
istics may be used to define a risk state. Crime rates, educational lev~ls,. literacy ra~es, 
general health" and socioeconomic levels are but a ~ew of the related ~dicators of risk. 
Some of these mdicators may be affected by prevention programs, dependmg on the strat­
egies, objectives, and activities of the prog~ams. Changes in ~ese indi~ators represent 
alterations in the risk status of the commuruty and are the baSIS for testing whether the 
change was related to prevention programing. 

In addition to the concept of a risk status of the community as a whole, there will be 
groups of individuals within a community who are relatively more or less at risk for drug 
and alcohol abuse. A change in the proportion of the population at risk is another possible 
indicator of program impact. The determination of risk status for subgroups of the" popula­
tion is important for targeting services as well as evaluating their impact. Outcomes may 
indicate that a program has been effective in changing knowledge, attitudes, an,d consump­
tion patterns of participants, but if the program has been targeted toward low risk groups, 
or if only a small proportion of the high risk group has been reached by the program, the 
magnitude of impact will be diminished. 

One indicator of drug problems in a community might be the number of individuals who 
have their first experience with illegal drugs du~ing a: given ,time period--incidence. data. 
Assuming a prevention program has been opera1;i0nal In the mterval" the ch~ng~ m the 
number of first users from one measurement period to the next pro\F).des an mdicator of 
pdssible impact. The indicators can be made more, meaningful by expressing t;he ?ata as 
rates or ratios. For example, the number of the fIrst users per 1,000 populatIOn m. each 
period provides a better .estimate of how common the problem IS, and, proVldes ,a baSIS for 
expressing the problem In terms of the percentage of the population that ~s af~ect~d. 
Variations in the age distributions of first users of different drugs at two. periods, In time 
may indicate the extent to which a prevention program has had an effect In delaYIng u~e. 
The numbers of first users can be related to the size of that component of the population 
during two periods in time, thereby controlling for changes in the population base and 
providing more precise indicators with which to estimate impact. Other adjustments that 
might be made to crude rates include controlling for socioeconomic level, race, sex., level of 
education, supply of illegal drugs, variations in community crime, and so forth. The more 
clearly the impact indicators are defined, the better are the inferences that can be drawn 
about the program and the problem. 

Prevalence data provide another indicator of .th~ .drug and alcohol abus~ pro~lem. 
Prevalence rates indicate for example, the number of IndiVlduals who have had an ldentiflable 
alcohol problem in a specified time period. The time period may be a month, a year, or 
even a lifetime and adjustments similar to those that are possible with crude incidence 
rates, can be ~ade to crude prevalence rates. Incidence and prevalen~e rates or ratios, 
and at-risk levels act'dally are s.ummary measure~ that can be used to defIne the status of a 
problem in a community and the Impact a prevention program has had on the problem. 
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Since impact indicators are broad, covering individual participants as well as the commu­
nity, it would be logical to assess impact throughout the entire social system. But philos­
ophers and sociologists have had mixed success breaking down the sucial system into its 
many parts. So, for the purposes of the Guidelines, the social system will be considered to 
have three components: societal structure (individual, family, neighborhood, and commu­
nity); institutions (school, hospital, police, courts I and other governmental institutions); 
and economy (physical or monetary resources). Impact indicators will be discussed within 
this framework. 

The next section of this chapter takes a closer look at prevention program impact 
indicators. Many of these indicators, while appropriately considered to be possible indica­
tors of prevention program impacts, are not limited to drug or alcohol prevention activities 
and objectives, but may be indicators of quality of health and life. Drug and alcohol abuse 
or their prevention are but one determinant of community and individual health. 

CONSIDERATIONS FOR IMPACT EVALUATION 

Program administrators as well as funding agencies often would like to enumerate all 
possible impacts of their program in their community. However, before a meaningful impact 
evaluation can be made, a number of factors must be considered carefully. These are a 
definition of community; tlle relationship between a program's size, input, and impact; 
intended and unintended impact; delay and durability of impact; and net effects, with a 
consideration of possible double counting. 

ALTERNATIVE. DEFINITIONS OF COMMUNITY 

In addition to its importance in estimating program impact, the definition of community 
has implications for describing the pervasiveness of a program and estimating the probability 
of cO:l1tact with a program by members of a target group. The pervasiveness of a program 
depends upon its size and scope and the definition of community. The probability of contact 
with a prevention program by members of a target group is directly related to the size of 
the group. Drug and alcohol prevention programs may be targeted at the elderly, parents, 
community groups, or the general public. However, much of the discussion on impact is 
phrased in terms of programs directed toward youths as this is the largest single target 
group for prevention programs. 

Definition of community, then, varies with the program size and target group. A 
community can be a family, school, school district, neighborhood, police precinct, township, 
borough, city, or state. If a program is limited to a sixth grade class within a school, the 
community to be effected will probably not be the entire school district, nor will it be the 
entire city. The impact of this program will be limited to a few families and a neighborhood. 
Alternatively, in the case of a TV program, the impact will not be limited to only a partic­
ular school and neighborhood, but will include a much larger community, perhaps even the 
nation. The size of a program is a critical factor in estimating the relative impact on the 
community--if a program is "small," it is unrealistic to expect a sizable impact in a large 
community. Therefore, a proper definition of community is one that relates to the scope and 
intentions of a program. A reasonable way to define a community is the area in which 
detectable impacts may result. 

INTENDED AND UNINTENDED .EFFECTS 

Programs may have both intended and unintended effects. Intended effects relate to 
program objectives, while unintended effects do not. For example, in the case of a public 
information campaign or program, a reduction of drug use may result. This is an intended 
effect. But perhaps in reducing one type of drug use, individuals may relieve their anxiety 
by increasing their consumption of another, such as tobacco or alcohol. This increase is an 
unintended effect. This example is not meant to imply that unintended effects are neces-
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sarily negative or detrimental to ov~rall pr~gram goals. .!3oth ," intended and unintend~d 
effects are impact.s of the program. DIfferentiating between them IS useful for program deCI­
sion makers in modifying programs, 

DELAY AND DURABILITY OF IMPACT 

Time is always required for a program to produce outcomes and impact on a community\,;::: 
Different ty:r;les of programs take different le~gtb.s of ~e. An al~ernatives p~~gram such as 
a baseball feam intended to divert students' mterests In drugs WIll take a dIfferent amount 
of time to produce outcomes or impact than an information program that directly informs 
students of the consequences of drug use. If a program is evaluated too soon, or too late, 
the findings may show little or no impact on the community. But this would be due to faulty 
evaluation rather than to the program's efficacy. 

In addition to the timing of evaluation, one must consider the duration of the impact of . 
a program. The impact may not last very long, ~r be constant, th~oughout a progrilll.l's life 
cycle. Depending upon the nature of the l?revention prog~am, Its ~mpa~t may be ~anlfested 
differently depending on when one looks at It. To be confIdent o~ ~he time ~hmenslOn, then, 
one must either conduct a followup study or check references to sunIlar studIes. 

IDENTIFlCATION OF NET IMPACTS 

Proving that a given impact is a result of a given program is not easy. It is especially 
difficult to isolate impacts of a specific prevention program if several programs have been 
implemented in the area. Ideally, the impact of a drug prevention program is measur:ed by 
examining indicators in a community before and after the program, so that, changes In the 
magnitUde of the indicators can be compared. With before and after comparisons, however, 
one must always be concerned that factors other than the prevention program caused the 
change. By their very nature, it is difficult to measure and control for these external 
factors (see chapter 6 for a discussion of these issues). 

For example assume that a drug and alcohol education program is implemented in a 
given school. A~sume furtller that toward the end of the program, a local law enforcement 
agency conducted a drug search in anothe~ school, makin~ ma~lY arre,sts. The task for the 
evaluator is to find out the extent to WhICh any commumty Impact IS due to the drug or 
alcohol prevention program in the absence of the arrests. In this case the evaluat~rs could 
exclude the particular school having the law enforcement action and reserve comparIso~s for 
other schools in the district, ~r the possibility exists that the other school could be VIewed 
as a separate comparison group. 

In addition to these kinds of considerations, there are statistical teclmiques such as 
regression analysis and multivariate analysis that can be used to analyze the net impact of a 
program. These analyses require that there be variations in impacts and processes among 
the competing programs and that there is full information about changes of events that are 
relevant to the fluctuation of impact indicators in the community. 

", 

DOUBLE COUNTING AND THE LIMITS OF COUNTING 

A prevention program eager to show its achievement or to justify its existenc~ may 
report as much as possible about the various co~ponents and aspects of pro~ram, Impact 
within a community. For instance, drug prevention may reduce drug use, WhICh In turn 
may reduc~ property cr~e. If in a report one i~cludes the theore~cal ,sayings from, ~e 
reduction In property crIme, as well as the reduction of property crIme inCIdence I thIS IS 
double counting. The reduction in property crime and the cost savings thereof are alter­
native measures of the same impact indicator. The former is put in terms of a criminal index 
whereas the latter is phrased, in monetary terms. 
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The above example can be extended further. One may argue that a sufficient reduction 
in drug use and property crime may enable the enforcement agency to divert its manpower 
from drug enforcement to other areas of crime prevention or law enforcement. The re­
sources saved within the enforcement agency may be counted as additional impact due to the 
drug prevention programs. However I if one tries to include savings stemming from the 
other crime prevention programs (now improved via resources switched over from drug 
prevention), then the Lmpact evaluation is extended beyond the reasonable limit. When 
estimating program impact one may include secondary effects but no so-called "third-stage 
effects. " 

IMPACT CANNOT BE ASSUMED 

Many prevention programs are limited to given age, racial or ethnic groups, or a given 
geographic area. With these focuses, one may think it would be difficult to extend the 
program outcomes beyond their boundaries. This is indeed the case. Therefore, evaluators 
should be realistic in examining possible program impacts. They must understand that there 
are different kinds of barrters in our society, any of which may prevent the extension of a 
program outcome. 

PRIMARY INDICATORS OF DRUG AND ALCOHOL PREVENTION PROGRAMS 
CHANGE IN USE AND RELATED ATTITUDES 

Impact can be presented via three different kinds of parameters:' by prevention 
modality, social structure (institutions or community components under which to seek indica­
tors) , or by specific indicators. To facilitate discussion, this section will consider the 
primary indicators of drug and alcohol prevention across the social structure. Since primary 
indicators apply to all types of prevention modalities, a separate identification is not re­
quired for each program. 

Depending upon the focus of the impact evaluation and the goals of the prevention 
programing being assessed I a variety of specific impact indicators could be selected, to 
include: self-reported drug and alcohol consumption patterns; attitudes toward drug and 
alcohol use; community awareness levels; changes in drug and alcohol related arrests; reduc­
tions in drug and alcohol admissions in emergency rooms; changes in drug and alcohol related 
mortality/morbidity estimates or economic measures of effect, for example,qrug or alcohol 
prices; reductions of treatment demand; and cost savings in law enforcement. In most 
impact evalUations,,, however, changes in COhsumption patterns and related attitudes will be 
,assential variables of interest and will be the focus of this section of the Guidelines. 

DECREASE IN DRUG USE ANl> ALCOHOL RELATED PROBLEMS 

The most important impact indicator is the change of actual drug use. Three possible 
impact indicators that can be employed at the family, community I or school level are the total 
number of people abstaining from drugs, a reduction in drug doses, a change from hard 
drugs to milder types of drugs, and the quantity frequency, and variability of alcohol use 
and associated. problems. Drug use information may be obtained from either survey data or 
institutional records. Surveys may be conducted at any level. For instance, the State of 
Pennsylvania in 1976 commissioned a statewide Prevalence and Intensity Survey about alcohol 
and illicit drug use. The survey included households and schools but excluded military 
b~rracks, state hospitals I and prisons. 

Drug use rates and the quantity, frequency I and variability of alcohol use over popula­
tions generally are considered to be dependent variables. Other characteristics of the 
populations at hand (independent variables) may vary I and thus significantly influence drug 
or alcohol consumption. For example I knowledge of the detrimental effects of addiction, high 
levels of unemployment, high frequency of alienation, or widespread family breakdown all 
may be related either negatively or positively to rates of drug use and alcohol related pro­
blems. If a weighted linear combination of the independent variables accounts for a consider­
able amount of the variation in use rates I then there is some basis for making inferences 
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about population characteristics associated with high rates of drug use and alcohol related 
problems, thus helping to identify specific target populations for various prevention 
strategies. 

Properties of populations other than rates can be described and correlated. For 
example, the teenage popUlations of 100 census tracts can be surveyed with scales measuring 
"alienation and neighborhood cohesion." If 50 randomly selected teenagers from each tract 
are interviewed, the mean or median scores on the two scales for each of the 100 census 
tracts can be computed to estimate variation in alienation and neighborhood cohesion among 
teenage populations. Relationships of these two variables with factors such as rates of drug 
and alcohol knowledge and drug and alcohol dependence may provide additional insight into 
the determinants of the rates of drug use and alcohol related problems. 

Another indicator which may be used to describe community popUlations is the ratio or 
proportion of a population with a given attribute. Ratios are usually expressed as percents, 
such as percent of a census tract popUlation living in overcrowded housing (according to 
some standard), percent women aged 45-54 who are widowed, percent of the population living 
alone, and so forth. Ratios, expressed as percents, are especially useful in describing 
geographically based populations in terms of the vast amount of data available in the various 
aspects of the census. Attributes such as occupation, income, education, family structure, 
age distribution, quality of housing units, living arrangements, migration, ethnic distribu­
tions, and others serve as important predictors of rates of drug and alcohol abuse and 
related behavior. 

Finally, the rate of change in selected factors hypothetically linked to some form of 
drug use or alcohol related problems may provide an important indicator of program impact. 
Changes in socioeconomic status, ethnic distributions, and family structure may be linked to 
rates of addiction, mortality, mental illness, and other stress related sociomedical problems. 

In summary, rates, ratios, measures of central tendency, and measures of change may 
be used to describe communities and program impact in communities. These indicators pro­
vide important characteristics of area populations and may serve as either independent or 
dependent variables in the estimation of impacts of a prevention program. 

In addition to survey data at the community or school level, statistics recorded b'y law 
enforcement agencies and health institutions also are available for impact evaluation. A legal 
impact indicator that directly relates to drug and alcohol use is a change in the rate or 
number of drug and alcohol related arrests before and after a prevention program. These 
arrests include those for possession, sale, and manufacture of different kinds of drugs, and 
for public drunkness, driving while intoxicated, and sale to or possession by a minor. 
These may be expressed in numbers of offenses for a given period or rates in terms of 
arrests per 100,000 population in 'a certain area and period. The distribution of different 
kinds of arrests (for heroin sale versus marijuana possession) indicates the degree of 
seriousness of drug and alcohol problems in an arl;la. The distribution of age groups of 
arrests may help to indicate whether a prevention target group has been influenced or not. 
Depending upon the scope of impact, these data can be identified at city, county, state, and 
national levels. In a larger city, police departments often can produce data for-~a-given 
precinct. 

Particularly important sources of information for some types of drug usage are hospitals, 
especially emergency rooms, and drug crisis centers. Impact indicators include various 
kinds of drug episodes (heroin, marijuana, LSD ,'PCP, and so on), and the frequency of 
various reasons for seeking help (for example, to quell disturbing psychic effects or over­
come dependence, or because of severe depression, suicide attempts or gestures, and so 
on.) 

,Similar data are available for alcohol related problems. Emergency room visits resulting 
from accidental injury, cuts and bruises incurred while fighting, and complications of con­
current medical problems (for example, diabetes) can all provide indicators of impact. 
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There are also indicators of drug and alcohol related illness and mortality. Certain 
kinds of hepatitis and other illnesses are related to some drug use. Cirrhosis, certain ki:nds 
of gastro intestinal disorders, and cance~ are all associated. with heavy alcoho~ consumptlOn. 
These illnesses will generate data regardIng length of hospItal stay or mortalIty. It should 
be noted, however, that drug related illness or mortality is not always appare~t. Confusio!l 
results if diagnoses are listed in multiple categories (primary and secondary dIagnoses) or If 
diiferent physicians and nurses classify the same patient under different categories. 

In addition to hospital based information, various local social service agencies such. as 
drug crisis centers, alcoholism treatment, or information and r~ferral centers may prOVide 
data on drug and alcohol abuse and their effects. These agenCIes serve as referral, treat­
ment and educational programs. They usualiy compile information about the number of 
treattnents, kind of treatment, number of requests for information, and type of referral. 
Self-referral indicators are important when comparing before and after effects of a preven­
tion program. 

Health related data may be obtained from the Drug Abuse Warning Network (DAWN), 
Client Oriented Data Acquisition Process (CODAP), National Drug and Alcoholism Treatm~nt 
Utilization Survey (NDATUS), Hospital Utilization Projects Records (HUP) , PAS hospItal 
records, or Alcohol Epidemiology Data System (AEDS), 

CHANGE OF ATTITUDE TOWARD DRUG AND ALCOHOL USAGE 

It is assumed that all six prevention modalities aim to change attitudes towa~d drug and 
alcohol abuse and inappropriate use. It is also possible that a. change ~f ~t~Itude tow~l.I:d 
related behavior such as smoking will result. These changes begIn at the IndiVidual partiCI­
pant level, and extend to the p;;rticipant's peers, school, family, neighborhood, and commu­
nity, depending upon the size '.J,Jle p~ogram and barrier~ to the s~r;ead ?f effec:ts. How­
ever these inQicators will not be applIcable to other SOCIal and polItical Institutions or to 
econ~mic sectors. There are no archival data for attitude indicators. Therefore, the eval­
uator must rely on survey techniques, perhaps questionnaires distributed among familie~, 
schools I neighborhoods, and communities. These instruments are discussed in the appendIX 
to part II. 

The "dual" use of survey instruments is illustrpted by the following--an e~aluation of a 
mass media information program and a statewide audit of drug use and attitudes toward 
drugs. 

The program was a TV drug abuse prevention campaign that was aired. from De~ember 
1976 until May 1977 (Wotring, Heald, and Carpenter 1977). Five ,surveys of apprOXimately 
220 persons in the targeted audience (middle income heads of households) w~re conducted. 
The team responsible designed several criteria for use in evaluating the effect of the cam­
paign on drug abuse attitudes. The team felt that the effectiveness of ~e campaign cou~d 
be measured in terms of modifying the drug-related attitudes and perceptlOns of the audI­
ence. The following statements were included in the surveys: 

• Illegal drugs are not the only problem; legal drugs are being abused. 

• Drug abuse is everyone's problem. 

• It has been said that people in this country regularly use drugs to 
solve all kinds of problems. 

The research team found that among people who had seen the program, 56 percent 
agreed that "legal drugs are being abused" and 58 percent concurred that "people use drugs 
to solve all problems." Among nonviewers 44 percent and 42 percent, respectively, agreed 
with these statements. "The research team concluded that the greatest impact of the TV 
campaign was its effect on the audience's perception of the drug abuse problem .. However, 
due to differences in socio-demographic characteristics of viewers versus nonVIewers the 
extent to which these results can be attributed directly to the campaign was not clear. A 
more careful research design and statistical analysis of the two groups might provide better 
information. 
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. In New. York, a statewide sur~ey o~ drug use and attitudes toward drug use was 
carned .out m 1975-76. Some 11,40q mterVIews were conducted in an attempt to estimate the 
use of Illegal drugs and the nonmedIcal use of psychotherapeutic drugs among the population 
14 years and older. The survey obtained information about the type of substance used 
such as ?piates, .sedatives, stimulants , compo~ite pills, marijuana and hashish, inhalants: 
psychedelIcs, cocame, and alcohol, as well as mformation on the respondents' age, location, 
race, and sex. 

Consistent with the theoretical research of Ajzen and Fishbein (1977), attitudes towards 
~rug or alcohol use and subjective norms evoked by peers or influential others in a person's 
l~fe appear to influence an individual's intention to use drugs or alcohol. These rela­
tions~Ips can be as~e~sed f~rther during an impact evaluation by using multivariate analysis 
~echmques.. In a~dItion, prlOr drug or a~coh?l related behaviors and attitudes appear to be 
Important dIrect Influences on use behaVIor mdependent of a person's intentions. Bentler 
and .. Speckart (~979), using causal modeling techniques developed by Joreskog (1977) 
empirIcally . establ~shed the rel~ti~n~hip be~een. attitudes, prior behaviors, and subjective 
norms to eIther mfluence an mdiVIdual's mtentions to use drugs and alcohol more impor­
tantly,. to serve as causal events that are directly predictive of use behavior. Impact 
evaluation needs to reflect both the complexity o.f the relationship between attitudes and 
drug or alcohol related behavior and recent developments in the theoretical modeling of this 
relationship '. 

SECONDARY INDICATORS OF DRUG AND ALCOHOL PREVENTION 
PROGRAMS·~ CiIAN"GE-IN SOCIAL BEHAVIOR, SCHOOL, AND WORK PERFORMANCE 

Many prevention programs, such as intervention, alternatives, and educational pro­
grams , en~eavor to prevent or decrease drug or alcohol abuse on the individual level. 
These s~rVIces I?ay, .at the same time, change the individual's interpersonal behavior (peer 
and famIl~ relationshIps) and person~l ~ehavior (school and work performance). As indi­
cated earlIer, due to the multiple objectives of these social programs, changes of behavior 
may result directly from the prevention program or indirectly from changes in consumption 
patterns. 

A ~ariety of indicators may be relevant depending upon the focus of the impact study 
(commumty, school, law enforcement, health institutions, or economic) and the prevention 
~rograming. being asse:ssed, to inc!ude:. improvement in school and work performance; reduc­
~onof. SOCIally undeSIrable be?aVIor; Improvement of interpersonal relationships; a decrease 
m f~y court.cas~s ; reduction of undesi~able. conduct (quarrels, fights) and of crhvtnal 
~onVICtions. or cltati0f!-s; less s~hool vandalIsm; mcreases in school attendance; improv~;nent. 
I~ scJ:olastic record; mcreases m school graduations; reductions in property damage; reduc­
tions m law enforcement cost~ improvement in job skills; and increases in employment wage 
rates. Several of the more common indicators will be discussed in this section of the 
Guidelines. 

REDUCTION OF SOCIALLY UNDESmEABLE BEHAVIOR 

Impacts on socially undesirable behaviors can be found in all target areas--the individ­
ual, the family, schools, and the community. The instruments and data sources for these 
impact indicators are very similar to those discussed in the outcome indicators chapter. 
These and other scales are summarized in the appendix to part II. 

In addition to the above indicators, it is possible to measure such things as a reduction 
of family court cases and in drug related criminal convictions such as property damage and 
theft. However, in order for these aspects .of impact to be assessed, the magnitude of the 
change: must be great enough to be revealed m data reporting systems. At the school level 
reductI~n of violence an~ school v~ndalism are positive impact indicators. At the level of th~ 
commumty, these reductIOns may Improve the general sense of security. Data for the indi­
cators are available primarily from Uniform Crime Reports family court records JUVenile 
probation files, and school discipline records. ' , 
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There are certain problems which are inherent in drug and alcohol related arrest data. 
Police records vary considerably in terms of details, and have been known to show biases. 
Also, arrest records may be completed by officers unconcerned about details which may have 
longterm effects. Police can choose convenient charges rather than technically correct 
~harges.. Fin~nYI police d~ta someti~es omit demographic, social, economic, or work history 
mformatIOn WhICh would be Important m an evaluation. 

One needs a strict definition of a drug or alcohol violation to analyze arrest and convic­
tion information. For instance, individuals arrested for felony charges are sometimes sub­
sequently convicted for lessor offenses, such as disorderly persons charges or are released 
without conviction through pretrial intervention. These processes serve' to obscure the 
relationship between criminal justice records and actual drug or alcohol problems. 

.. The extended effects of a reduction in criminal justice activity relating to drug and 
alcohol cases may reduce the costs of law enforcement for both the police and the court. 
These data have to be collected by surveyor interview and must be based on current finan­
cial information. It is obvious that in order to be counted, the reduction must be suffi­
ciently large to, alter the allocation within law enforcement agencies. 

In addition, dollar values can be imputed for reduction of school vandalism and crim­
inal, .drug-related property damage. These cost savings have an impact on the economy; 
~a~ IS, the resour~es save~ through lack of damage may be used for other purposes. 
CIVIC, court, or polIce records may reveal the past valuation of property damage. One may 
use the information as a reference for imputing current dollar value, or one may have to 
assign a dollar value based on market information. 

IMPROVEMENT IN SCHOOL AND WORK PERFORMANCES 

Many prevention programs provide educational services or work experiences to program 
participants. These may not only impact the family or neighborhood, but may affect eIther 
the schoo! or the labor market. At the school level, appropriate indicators are an increase 
in attendance, improvement in course work (grades), and an increase in the number of 
graduates. These data are available from school records. , 

At the labor market level, work experience provided by the program may improve a 
participant's job skills, which in turn may increase wage rates and employment opportunities 
(less job search time, less unemployment). Or, the reduction in drug or alcohol use may 
improve a participant's wOI;k productivity, decrease absenteeism, and lengthen employment 
duration. These indicators can be found at local employment agencies; the Bureau of Labor 
Statistics may furnish such data as wage rates, productivity index, earnings, and unem­
ployment rates. These may also be obtained from State agencies or by survey methods, if 
resources permit. 

Use of sedative and tranquilizer drugs available by prescription are also relevant indi­
cators. It may be that a prevention program can influence the quantity and quality of use 
of certain prescription drugs. Drug prescription data might be available from the National 
Prescription Audit, Medicaid files in each State, and the Blue Cross-Blue Shield data file. 
The Medicaid file is limited to low income individuals while the Blue Cross-Blue Shield data 
pertain only to insured individuals (mostly middle income). The combination of these two 
sources provides fairly complete coverage. 

Alcohol consumption information is available through drug and alcohol surveys conducted 
by many States I beverage sales, records, and consumer expenditure information obtained 
through AEDS. . Physiologkal impact indicators center around the incidence and prevalence 
of alcohol-related illnesses such as cirrhosis, colitis, pancreatitis, and gastritis. Data on 
these illnesses can be obtained from hospital records (Hospital Utilization Projects) and Blue 
Cross-Blue Shield data files, .,and from the Alcohol Epidimiology Data System of NIAAA. 

Drug and alcohol use indicators vary in importance in terms of prevention program 
objectives. Multi!)le indicators may provide a more comprehensive 'estimate of impact than a 
single indicator, but they also pose problems in terms of establishing their relative impor­
tance. Several approaches may be taken to resolve this situation. One is to rely on a 
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priori policy or program objectives as a basis for making an ordinal ranking of impact indi­
cators. Another is to assign different weights to each impact ,indicator or construct a multi­
dimensional scale of these weighted indicators. Such scales can be constructed by means of 
multivariate analysis (regression, canonical correlation, factor analysis, cluster analysis, and 
so on) or by assigning weights based on sample observations within a community (Pandina, 
White, and Yorke 1980). 

ECONOMIC. INDICATORS 

The impact indicators measured at the cOIIllliunity level are mainly psychosocial changes 
stemming from drug use. However, these changes can also produce economic impact among 
various institutions within the society. For instance, if usage drops while the supply of 
drugs stays the same, the prices of drugs may be lowered. This could also happen if there 
were a reduction in drug purity. Drug price and purity information are available at regional 
and local levels under the DEA-Heroin and Cocaine Retail Price/Purity Index reports. 

A reduction in drug or alcohol use may also lower the number of people requiring 
treatment, which in turn may reduce the cost of treatment. The cost of treatment per case 
depends upon the nature and duration of treatment. A number of studies (Levenson 1973; 
A. D. Little 1974; Lemkau 1974; and Goldschmidt 1976) may be used as a reference for 
calculating the cost savings from reducing treatment. 

Reduction of drug offenses, arrests, and convictions may release resources of law 
enforcement agencies from drug enforcement to other activities. Obviously, a small change 
of drug offense for a short period of time will not lead the law enforcement agency to real­
locate resources away from drug enforcement--it takes a significant amount of reduction of 
drug' offenses or arrests in order to induce a law enforcement agency to do that. Cost 
savings are possible in the areas of law enforcement, corrections, court systems, and drug 
traffic control. These savings can be estimated either from agency budget or expenditure records. 

Cost savings are also possible at health institutions (emergency room and inpatient 
utilization) and in future prevention programs. These economic indicators are useful since 
they are measur;ed in the simple terms of monetary value, and permit the costs and benefits 
of a prevention program to be weighed. On the oUler hand, these figures require numerous 
assumptions about the legitimacy of converting physiological changes into dollar value. 

A REVIEW OF PRIMARY AND SECONDARY IMPACT INDICATORS 
BY SOCIAL STRUCTURE 

Instead of presenting indicators across each component of social structure, an alterna­
tive way to examine impact indicators is to review them according to components effected-­
that is, the community at large, school, law enforcement, health institutions, or the 
economy. This review may repeat (double count) an indicator related to different social 
components, but it may help program evaluators to identify these indicators and to expedite 
data collection. Assuming prevention programs have positive effects, one may find the 
follOwing impact indicators: 

Community at Large (Family, Neighborhood, and Community). 

• Change in attitude toward drug/alcohol usage 

• Change in attitude toward related behavior (smoking) 

• Increase in the total number of drug/alcohol abstainers 
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• Reduction in consumption 

• Change in drug/alcohol use patterns 

• Improvement of interpersonal relations 

• Reduction in undesirable conduct within family or neighborhood 
(fights, quarrels, and theft) 

• Improvement of the sense of community security 

• Cost savings on drug/alcohol related property damage. 

School 

• Change in attitude toward drug/alcohol usage 

• Change in attitude toward related behavior (smoking) 

• Increase in total number of drug/alcohol abstainers 

• Reduction in consumption of drug/alcohol 

• Change in consumption drug/alcohol use patterns 

• Change in interpersonal relations 

• Reduction in undesirable conduct (fights, quarrels, and school 
violence) 

• Reduction in school vandalism 

• Increase in student school attendance 

~ Improvement in student scholastic records 

• Reduction in student dropout rate/increase of probability of graduation. 

Law Enforcement 

• Reduction of drug/alcohol offenses and ar:r~ests (possession, manu-
facturing, transaction) 

• Reduction of drug/alcohol convictions (type of conviction) 

• Reduction of family court cases (juvenile case) 

• Reduction of criminal convictions or citations (drug/alcohol related 
behavior) 

• Cost savings of law enforcement (manpower as well as other nonhuman 
resources). 

Health Institutions 

• Reduction of drug/alcohol related emergency room incidents 
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• Fewer drug/alcohol crisis center referrals 

• Reduction in drug or alcohol related mortality or morbidity 

• Cost savings due to cutbacks in drug/alcohol treatment 

Economy 

• Improvement in job skill 

~ Increase in job employment 

• Increase in wage rate 

• Increase in ~arnings 

• Cost savings on property damage 

• Cost savings on law enforcement 

• Reduction of . drug prices 

• Cost savings on drug/alcohol treatment. 

. It is obvious that not all prevention programs can generate all of these positive 
unp~cts , nor sho,!-l~. they be measured in terms of specific areas of impact not relevant to 
the~r prC?gram actiVlties. I~ takes a great deal of resources and a well designed program to 
as;hleve Just some of these Impacts. In most cases, depending on the nature of a prevention 
program, only a few impact indicators can be attributable to a given prevention program. 
Furthermore, the linkages between primary indicators and secondary indicators, between 
health effect indicators and economic impact indicators, require strong assumptions and 
careful research in order to yield meaningful evaluation. 
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PARTll 

INTRODUCTION 

In keeping with the model of evaluation set forth in chapter 2, part III deals with 
research designs and methodologies appropriate for process, outcom~,a:nd impact evalua­
tions. Again, we emphasize that although these categories provide usefui distinctions, there 
are overlaps and interrelationships between the three which prohibit clear separations in a 
review of d~signs. . 

As the evaluator collects information during the first stages of planning for ,:the evalua­
tion, constraints are developed which will later help to dictate the choice of design. The 
description of the evaluation process in chapter 2 delineates the key issues about which 
information must be collected. In essence, major emphasis must be placed on the form of 
information required, the criteria by which the expected value of the design will be speC'l­
fied, and the expected value of the information required by users. Further, measures and 
comparisons must be specified which will adequately adress " the hypotheses available for 
testing. All of tMs must be done within constraints imposed by the program structure, that 
is, cost, data qua,lhy, time, and available services. 

In addition to these considerations, the evaluator is further limited in choice of design 
by such technical issues as whether units of analysis (for example, subjects, classes) .can be 
selected randomly, whether pretesting ca:'(l be done, and so forth. .. 

The field of evaluation research is expanding rapidly, as policy makers attempt to 
determine, support, or justify decisions based en the "bestn available evidence. Scientific 
methodologies for determining the merit of various activiti~s ,have become more sophisticated. 
The hypothetico-deductive paradigm represented by qq.antitative, experimental approaches 
dominates methodology, although th(~ alternative holistic:::'inductive paradigm, derived mainly 
from anthropological field methods," is gaining recognition in evaluation research. Patton 
(1978) discusses' the distinctions between these paradigms by considering a set of dichot­
omies-- "qualitative versus quantitative methodology , subjectivity versus objectivity, closeness 
to versus distance from the data, holistic versus component analysis, fixed versus dynamic 
system perspectives, and uniformity versus diversity" (p. 236). He then goes on to point 
out that in fact these are not dichotomies but continua, which provide dimensions of choice 
for the evaluator. 

Recently, the very foundations of arguments regarding the distinction between objec­
tivity and subjectivity have ch~nged. "This was fostered in mathematics by Godel (1931), 
who proved that all closed formal logical systems contain at least one contradiction which can 
be resolved only by reference to another, or larger system. Brown (1972) presented a 
calculus of self reference, in which he first had to confront the fact that the world, in 
order to be viewed, Inust separate itself into at least one' state which sees, and at least one 
other which is seen. Thus, in any attempt to see itself, it must make itself distict from, 
and thereby false to, itself. Varela (1976) claims that the capac\% to make such distinctions 
becomes much more interesting than theconteM of the realitY eing distinguished. Thus" 
our intent, energy, or h'lVestment must focus not only on the product of our investigation, 
but also on the process of what we do to arrive at that point. Berger and Luckmann (1966) 
address the same issue from the perspective of the sociology of knowledge when they comment 

Preceding page blank 69 

'";1 
, 1 

~ 
',I , 

i 

! 
~t , , , 

i 
! 
I 

I 
" t ) , 

I 
I 

I 
) 
! 

1 
) 

I 
1 

I 
I 
i , ! 
I 
r 

:/ 
\ t 

I 
! 
! 

! 
i 

\ \ 

\·1 

:J 
oj 

I 
! 
I , 

I I 
i I 
If 
j f 
I 

~\ 
! ~ 

\ 

t 
l .. 
J 

j .. 
It 
If 
U 



4 44 Ji • 

that, "despite the objectivity that marks the social world in human experience, it does not 
thereby acquire an ontological status apart from the human activity that produces it (p. 60)." 

Philosophers of science, as well as evaluators, continue to argue the distinctions be­
t'#een objectivity and subjectivity, often claiming that experimental, quantitative approaches 
are more objective than "soft" approaches such as ethnography. The argument becomes moot 
if one holds the view that objectivity is nothing more than consensual subjectivity. 

This issue has been raised in these Guidelines to alert the evaluator to the potential for 
developing comprehensive examinations of program issues by melding the two paradigms in 
such a way that the evaluation plan is truly reflective of the purpose for the evaluation. It 
is recognized that many decision makers and research scientists give less credence to 
findings which are not supported by or derived from statistical analysis. A prime role of 
the evaluator, then, is to ensure that not only the strength of the findings, but also the 
methods by which they are obtained, are acceptable to decision makers. In some cases this 
\\1iU require an educational process during the developmental phases of the evaluation. 

Chapters 6, 7, and 8 provide the reader with a discussion of the most common and most 
frequently used methods and designs for process, outcome, and impact evaluation, respec­
tively. Chapter 9 gives an overview of data analysis issues and computer analysis tech­
niques. In no way are these presentations intended to limit the evaluator. Rather, they 
form a framework from which the evaluator can draw in developing a comprehensive examina­
tion and analysis which is fitted to the needs of the program being evaluated. The reader's 
attention is draVvn to the assignment of methodologies by process, outcome, and impact, and 
the fact that some of these methodologies are appropriate for more than the one section in 
which they are discussed. 
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CHAPTER 6: PROCESS METHODOLOGY 

The process of a prevention program refers to the manner in which services are 
delivered. To fully understand process requires prior analysis of il1puts, especially the 
needs assessment that led to initiation of the program. .' 

NEEDS ASSESSMENT 

The information derived from needs assessments is useful in evaluating the extent to 
which program activities are responding to measured needs and to help identify differential 
program outcomes in relation to those needs. In addition, if the needs assessment is carried 
out with methodological rigor, it may serve as a baseline for future measures of impact. A 
properly conducted assessment of needs becomes, then, an important input to both the 
program and its evaluation. 

There are several ways of analyzing needs. There are, first, survey methods. These 
include incidence .and prevalence surveys, and ecological analyses that depend on both social 
indicators and direct archival records such as hospital admissions for alcohol and drug 
related emergencies, medical examiner reports, and the like. 

! Second, there are ke~nformant surv~s, in which individuals within the program's 
target population who are own to haveowledge about the community and its problems 
are interviewed concerning both the problems and needed services. With this method it is 
useful to solicit names (in a "snowball" fashion) of those whose vieWB differ from the initial 
respondents, and then conduct similar interviews with them. 

Third, are community forums in which local citizens are encouraged to give their impres­
sions of the proolem and services needed. 

Last, there is programatic data analysis, which consists of inferring needs based on 
service and resource use as indicated by information obtained from both the program's own 
files and from those of similar programs. There is, however, an inherent weakness in this 
method which precludes its use as the sale source of needs determination. This is that data 
analysis of this sort assumes that the present program is meeting the demands of the commu­
nity in some sort of proportional way, and that services need be adjusted upward or down­
ward only aCI";lJrding to changes in demographics. But the analysis is useless if the original 
input was misconstrued. For instance, while a program's records may indicate that a partic­
ular m,tnority group is not tlsing its services, it may be incorrect to infer that there is no 
need for prevention within that group. In fact, this may well indicate that the program is 
not adequately addressing the needs of a segm~nt of the population. 
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IDENTIFICATION OF OBJECTIVES 

, An adequate as~es~ment of needs is a necessary prerequisite to the development of 
r~tion~l f!0al~ and obJectives, The more complex an organization, the more goals and objec­
tIves It IS hkely to have. The evaluator who relies solely on original grant proposals or 
other such documents to identify objectives might end up in serious trouble, Too often such 
statements reflect the program administrator's perception of what the funding source wants 
to hear, rather than what is actually intended. Further, as programs grow and the environ­
ment , changes, s~i~t~ in t;he direction of PFogram activities and objectives can occur. Thus, 
a prime responsIbIlIty of the evaluator IS to clarify and confirm stated objectives. The 
evaluator must take steps to ensure that what is being stated is a reflection of what the 
program truly expects to accomplish. 

Several formal methods exist for clarifying and prioritizing objectives. Among these are 
multi-a~tribute utility analysis (Edwards, Guttentag, and Snapper 1975), based on a decision 
theoretic approach t? evaluation, and the Nominal Group Technique (Delbecq and Van de Ven 
1971). Such techmques are most appropriately used during the planning stages of the 
proqr:am , b~t yery often the evaluator will find that an ongoing program has not sufficiently 
clarifIed obJectives. 

, ,Eyen when o~jec.tives are clearly stated, reasonable, quantifiable, measurable, and 
prioritized, there still IS not an answer to which objectives should be the focus of an evalua­
tion stud~. This question must be addressed by the evaluator and program. As Patton 
(1978) pomts, out, the evaluator can easily fall into the trap of defining objectives for the 
program or, Just as bad. choosing which objectives to examine. Rather these issues are 
the responsibility of the program working in close cooperation with, and assisted by, the 
evaluator. 

ANALYSIS OF INPUTS 

Very often there are strong interrelations between inputs and processes of a program. 
Even so, two programs may have the same inputs, and yet one is more effective than the 
other because of differences in the manner in which resources are combined. Indeed a 
program may fail to produce favorable outcomes not because of a lack of resources but 
because of poor program process. 

, The r,esource~ that go into prevention progra~s may be categorized as human or phy-
SIcal. ,It IS the mterplay among the human and nonhuman inputs that forms the basis for 
evaluatmg process. There are two approa~hes to all:alyzing both types of inputs, one mone­
tary and the ~ther nonmonetary. T~e chOIce of WhICh to follow depends upon the objective 
of the evaluation, the resources avaIlable, and the user of the evaluation. It is possible 
and sometimes desirable, to combine elements of both the monetary and nonmonetary 
approaches. 

NONMONETARY ASSESSMENT /j--

The staff and. pa.rticipants--th~ ~o-called "human inputs"--may belfanalyzed in terms of 
numbers and quah,tatlVe characterIstICS. The number of employees i~d participants may 
appear easy to estlfficte, but procedures should be followed to ensure that full and parttime 
involvement is differentiated. In general, figures for staff should be converted into fulltime 
equivalents (FTE). Quantification of participant involvement is more complicated depending 
us~ally on some arbitrary determination of what constitutes full or less than full partici­
patlOn. 

The time period during which human inputs are quantified also is important. If data on 
inputs are collected at the beginning of the program, the actual program size (staff as well 
as participants) may be overestimated, whereas gathering data at the end of the program 
may lead to an underestim~tion of the si~e of the program. Therefore, a "stable, period" 
must be used when measurmg program Slze, normally a few months after the program has 
begun. An alternative is to asses? the program at several diff~rent times during its life and 
then take the average of these estImates. . 
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Important qualitative characteristics of staff and participants include the qualifications, 
experiences, motivations, attitudes, and behaviors they bring to the program. These factors 
are important in affecting not only program process but outcomes and impacts as well. They 
might be measured in terms of years of education, years of program related experience, 
academic degrees, numbers and frequencies of behavioral indicators, or more subjective 
assessments of motivations and attitudes. 

Physical program inputs include physical plant space, equipment, filcilities; supplies, 
transportation, and other similar resources. The kinds of physical inputs may vary among 
different types of prevention programs. For example, an information program may have 
extensive communications equipment whereas an alternatives program may use a number of 
transportation vehicles. In general, all inputs that are assumed to affect the outcome of the 
program should be assessed. 

MONETARY EVALUATION - COSTS 

Analysis of prevention program costs is useful and important because it can provide 
program managers and policymakers with data to account for use of public funds, to compare 
the costs of alternative prevention services, and to identify the efficiency of the operation. 

Costs of prevention are defined as the value of inputs (resources) used for prevention 
activities. If the market for resources is competitive, and if the operators in these markets 
are motivated by economic forces, it can be shown that the observed market price per unit 
of resource is a true measure of the cost of ~e resource. 

However. the private market may fail to accurately value inputs because markets may be 
nonexistent for inputs or outputs of prevention programs, because the production of these 
inputs or outputs in the private market may not be efficient, or because the drug prevention 
services may be directed toward a special group of people with different private market 
valuations of the services compared to other groups of people. When the private market 
fails to yield a price for inputs, "shadow prices" are used to estimate the societal value of 
these resources. A shadow price is an imputed market price. The procedures for imputing 
market prices are not straightforward; some rely on the willingness-to-pay approach, while 
others useL';,;,; cost-flavings method approach (the former- refers to how much one is willing 
to. pay to avJid alcoholism or drug addiction, the latter to the cost of treatment versus the 
savings resulting from the program). 

Estimated costs may be ciassified as social, public, and private., Social costs refer to 
the value of resources incurred for a program by society as a whole. These include both 
public and private costs. Public costs include money expended by governmental agencies 
(Federal, State, and local) whereas the latter include the value of resources incurred ~Y 
individual program participants (incidental costs to participants and earnings foregone whIle 
participating in the program) plus donations from private organizations. 

.-I 

It is convenient to collect cost data at a progr\lm level. Within a drug prevention 
program, costs can be divided into operating and capital costs. Operating expenses include 
those for personnel, transportation and communication, maintenance, and other items. 
Capital costs encompr.lSS building and equipment outlays. 

SPECIAL CONSIDERATIONS FOR COST ESTIMATION 

A careful study of drug prevention programs, especially regarding the availability of 
data I reveals that a number of issues must be discussed and ,.resolved before costs can be 
estimated. These issues are related more to the calculation of program costs than private 
costs. 'They include (1) budgetary -- expenditures versus economic costs, (2) allocation of __ 
shared costs, (3) treatment of capital costs, and (4) imputation of opportunity costs,. A 
brief discl,lssion of these four considerations follows. (For a detailed discussion, see Hu, 
Swisher, and McDonnell 197E}.) 
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Budgetary ExpendIture "s. Economic Costs 

It is custo~a~y to. think .of the terms "costs!! and "expenditures" as interchangeable. 
Fro~ :the econOmIst s pomt of Vle',Y, however "these are not the same. Costs are related to a 
i-ecIfl~ output, whereas expendItures are often stated without relation to the output-time 
, llllensl~n. ,In d~ug prevention programs, sbine inp"Qts are not consumed during the account­
I~g tIi,erlOd m WhI~h they were purchased (for example buildings, equipment, books). Assets 
o IS type proVlde a stream of services over a number of accounting periods before the . 
arde exhausted. In suc~ cases it is necessary to employ depreciation allowance estimates i~ 
or er to convert expendItures to costs. 

d Finally, ~ third party may pay f;')r a basic service or incur expenses on behalf of the 
rug prevention program. These expenditures should be treated as costs of the program 

th
Fun and afccdurate estima~on of outlays (not merely expenditures) is essential in determining' 

e cost 0 rug prevention programs. 

Shared Costs 

, Shared ,C?sts occur within two contexts. First, at a given poiht in time a s ecific 
~nput or facIbty may prod~ce two or more distinct program outputs. Second, ~ faciBty or 
mput may ~e used over tilne by successive cohorts of participants representing either the 
same or a dIfferent type of output. 

I~ actual practic:e, shared costs frequently are averaged among different programs A 
~on~eni~nt ~ppr?ach IS to all?cate c.osts proportionally to the various outputs of a prog;am. 

uc , a ocatlon IS ~lways arbItrary m nature, but the fact is shared average costs of pre­
vention programs SImply cannot be measured accurately in any economic sense. 

Capital Costs 

, Capital costs ,may be listed for four different elements: site acquisition, capital 
Improvements, phYSIcal plant construction and maintenance, and equipment. 

~erious meas~rement problems stem from several physical and institutional factors For 
~amp ~' the, phYSIcal plal'!t of the prevention institution usually has an economic life ionger 

an . e p~rIod of a particular p~ogram provided for any given cohort. Also, the services 
~f thIS, c,apltal stock are not ~aslly valued in market terms. Various approaches to capital 
h:~re7Iafon have been used m the past, such as the straight-line depreciation based on 
, IS orIca h costs or, replac~ment costs, or the assessed valuation. Other approaches just 
Ignore t e C?sts smc~, I~ the shortrun, the capital has no alternative use. Different 
approaches Will result m dIfferent cost estimates. A study by Hu Lee Stromsdorfer and 
Kaufman (1969) has a more thorough discussion of these approaches:' - , 

, For simplicity, one may use the straight··line depreciation method to impute the cost of 
capItal (based on the purchase price and the number of useful years obtained from a piece 
of equipment or a property), 

Opportunity Costs 

Oppo~tunity costs are the foregone value of resources devoted to a given program For 
a pz:evention, program", a church may donate space or an individual may donate time to 
brovId~ sferVlces. These resources mIght be used at no" cost to the program but they could 

e use or other, revenue producing activities. Thus, from, society's poi~t of view, these 
yal~es, should be added to the program costs. The problem' is to determine the basis for 
assIgnmg monetary . v?lues to these foregone values. One could apply, say I the current 
market r~nt for a SImIlar ~pace or the wage rate for a similar work task in order to estimate 
~~portumtyc closts. But thIS approach may overestimate these costs since alternative uses of 

ese partlcu ar resources may well be idle space ,a~d leisure hours: 
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Opportunity costs also apply to program participants. Some prevention programs 
require extensive participation. Students may have to giye up parttime jobs. Loss of ?uch 
income should be included as part of the private cost component. It is customary to obtain 
wage rates for similar types of stu'dents (grade, race, sex) and multiply by the number of 
hours of participation to estimate foregone earnings, Again, this approach will overestimate 
the participan.ts ' foregone earnings to th~ extent that they have no parttime jobs. The 
probability of employment of these cohort groups may be estimated in order to make appro-
priate adjustments in foregone earnings. 

It should be noted that the above discussions of costs~ estimation and conceptual cost 
problems are applicable to all six prevention modalities. Among these some (education and 
alternatives) have higher personal costs while others (information) spend more on communi­
cation. These variations place emphasis on different elements of program costs, but the 
approach to estimating each of these, costs should be the same. 

Average Costs "s. Marginal Costs 

Average costs are defined as the costs per unit of output of the program, whereas 
marginal (incremental or added) costs are those resulting from an additional unit of program 
output. These cost estimates are important in examining the efficiency and effectiveness of 
a program. When a policymaker is reallocating resources among various types of prevention 
programs, the critical criterion is frequently that of incremental costs rather than average 
costs. Therefore, it is useful to estiJllate marginal costs as well as average costs for each 
program. 

The statistical technique of regression analysis may be used to examine the relationship 
between average costs and program size (number of participants). The sign of the coeffi­
cient of program size in relation to average cost can indicate whether the program is 
operating on a constant cost, decreasing cost, or increasing cost condition. As a result, 
the optimal size of a program (in terms of minimum average cost condition) may be obtained. 
Total cost and program size can be related to the magnitude of marginal cost of a program, 
Hu, Booms, and Kaltreider (1975) provide empirical formulation and estimation of these two 
cost concepts. An introductory presentation of regression analysis ca.n be found in Kmenta 
(1971) and Hu (1973). 

ANALYSIS OF PROCESS 

Process evaluation is in part administrative monitoring. Every program should be 
monitored regarding the integrity and efficiency of the delivery of its services. But process 
evaluation is also partly an evaluation of the ingredients between program inputs and pro­
gram outputs. The process of a program may be described jn terms of program participant! 
staff ratios, frequency and duration of program contacts, contents of program contact (type 
of services delivered), staff to participant interaction patterns, staff to staff interaction 
patterns, organizational function~, program management patterns, participant referral and 
identification process, and so OI1~'! 

QUALITATIVE ASSESSMENT 

Evaluation of program process can be conducted either quantitatively or qualitatively. 
Qualitative strategies are well known in the analysis of organizational structure and process. 
They also have a place in other aspects . of evaluation, and will be discussed here as they 
relate to process evalua-qon. Further discussion of qualitative techniques is included in 
c~apter 7. 

The ~thnographic Method 

Traditionally, anthropology has bee~ used to ~tudy mostly nonwestern cultures and 
societies. Recently it has been' directed at western cities and institutions such as schools, 
hospitals, and military units. More. than any other approach discussed in this chapter I 

77 

~\ 
\ 

~ 



It. 4. 444 

~ 

• 

ethnography is characterized by its ability to enter afield setting (SCh~\OI, government 
agency) without a prior conceptual structure and, to develop a classificationi1of cultural and 
social elements based on those factors which the researcher discovers to bel significant for 
that setting (staff.. c~ients, administrators, community). This approach lJ) partic:ularly 
recommended when one is asked to study a process that has not been well documented m the 
past, or where there is reason to believe that existing docuntmtation misses some critical 
dimensions of the process. It is therefore one of the'" most important exploratory methods 
available to the process evaluator. The principal tools of ethnography are the interview and 
observation, although the ethnographer is also likely to examine archival data when it is 
available. . 

Garfinkel (1967) has named an approach to the study of human interactions, "ethno­
methodology. " This approach is derived from descriptive anthropology and the sociology of 
knowledge. It refers to "the methods or practical understandings people acquire and use in 
the course of action and interaction" (Broom and Selznick 1973, p. 27). Several principles 
of behavior and thought underlie this work: (1) we make sense of the world by calling 
upon a set of tacit assumptions, (2) when We act and respond, we sort out and classify our 
experiences, (3) we negotiate meanings to fit particular circumstances, and (4) we negotiate 
social order (Broom and Selznick 1973). This school of thought provides a framework for 
the examination of interaction in a microsystem, but has the disadvantages of not sufficiently 
taking into account the effect on that system of impersonal, external forces. ' 

Interaction Analysis 

This approach aroSe out of a fundamental concept in s()cial psychology--the small group 
as a primary social phenomenon. Probably the most influential of early research using this 
approach was the study of the Hawthorne wiring plant by Elton Mayo and his colleagues. p~ 
number of those who particip'ated in this protracted analysis, among them Robert Bales, 
Elliot Chapple, George Homans, and F. L. W. Richardson, subsequently developed variations 
on the original approach. 

The Chapple (1949) approach to the study of interaction has been employed to test the 
suitability of workers for various settings that require different patterns of interaction. 
The Bales (1950) technique for studying interaction allows one to categorize and count· the 
interactions that spring from group sessions and to observe the development of groups over 
time. Homans' (1950) work attempts to develop a broader conceptual framework of the human 
group. However, it is Richardson's work (1978) that is probably the most relevant for 
process evaluation of prevention programs. He classified patterns of interaction in a variety 
of human service delivery, industrial, and research organizations. He developed an 
approach for creating a profile of an organization and then assessing this pattern in terms of 
deficiencies that often lead to poor morale, weak leadership, confusion as to objectives, and 
other types of organizational malfunction. 

An approach which combines some of the elements of interaction analysis with ethno­
graphy is discussed by Stake (1976). In transaction-observation approaches, writes the 
author, "the activities of the programme are studied ... with special attention to settings or 
milieu: Issues are often drawn from the proceedings rather than from theory or from goal 
statements. " 

Sociometric Analysis 

This 'is a family of techniques for providing sensitive and objective views of the web of 
interactions that characterize daily social settings. Sociometric approaches are of particular 
interest regarding the study of drug abuse prevention programs because, first, they are 
uniquely able to display the character of the" social interactions that comprise these' pro­
grams, and second, they are particularly useful in the study of educationa~ setting~,. where 
the largest number of drug abuse prevention programs are currently bemg carrled out. 

e) 

A sociometric measure is a means ,of assessing interactions of interest within a grOlHt). 
It can be used to examine such phenomenon as attractions, repulsions, leadership, commu-

78 

r~' 

I 

11 
Ij 

Ii 
11 

I! 
~ 

! 
~ 
~ 
Ii 
~! 

l 
~ 
I 
, 
1 
j , , 

I 

I 
I 

nications, power, influence, and so forth. I?evelopment of the ~easure often involv~s each 
member of the group privately producing a lIst of ~ther p~rsons m the group, s?metllI~es by 
rank or grading in terms of the strength of the mteraction between the two Vls-a-VlS the 
characteristic of interest. 

Sociometry can be applied to various sub groupings of both staff and participants in a 
program. It can be applied at various points in time, and can be used to identify proble~s 
of morale communication and group cohesiveness. There is an extensive body of analytic 
procedur~s, both quantitative and qualitative, for interI?reting, sociometric d?ta. A~ with 
any method, the analysis depends in part on the care Wlth WhICh one plans Its use m the 
evaluation. 

Typically, the researcher specifies the attributes t? be f::tudied in a sociometric 
analysis. Another approach appropriate for small groups IS to ask members to rate eac? 
possible nair of group members based on their similarity to each other, and then 8ubffilt 
these similarity ratings to multidimensional scaling analysis. Interpretation of the ~xt~act~d 
dimensions provides insight into those qualities attended to by members of an orgamzation m 
their interactions with each other. (See French 1977). 

ORGANIZATION ASSESSMENT 

This kind of assessment deals with the organizational structure of a program in deliv­
ering its services. It focuses on who determines the allocation of resources, who decides 
the program content, who conducts partioipant recI"uiting, and who evaluates the, f~edback. to 
program administrators. The lines of responsibility and command as well as declslon making 
processes are all important elements in the success or failure of a program. It follows ~en 
that an organization flow chart showing resources available at each level, ,t?g;ether Wlth 
authority and respon~ibility, is indispensible in evaluating 'proc~ss .. De~mmg, formal 
aUthority and responsibility this. way is particularly important: smce It, brmgs mto hg~t the 
many ,nuances of informal authorlty and mformal structure. 'Ih~ full pIcture thus ~btamable 
will more clearly identify existing gaps, conflicts. and shortcor:ungs of t;h~ operatio~ of the 
program, possibly leading to improvement in tp.e future. LIkeWise, a POSItIve !3valuati0I?- of a 
program's organization may provide a successful example of prevention serVlces for Imple­
mentation in other settings. 

Dor~busch and Scott (1975) provide a framework for the analy~is. of an or~anization 
based on the notion that power can be translated mto cOI1;trc;>l. ThI~ IS accomplIshed by 
appiying sanctions based on evaluation of performance, an~ It IS effe~tive to the exteI?-t, that 
participants see the evaluation as rational and approprIate. ~hIS, ,complex, empIrIcally 
derived theory focuses on the supervisor as the evaluator of the mdiVIdual worker, but It 
holds important implicati()ns for (}]ly evaluation effort. . 

Patton (1978)· after revieWing the literature on the treatment environment, lists some of 
the paired opposit~ terms he found helpful in describing different prog~ams. These terms 
are relevant to any organizational environment, including those of preventlOn programs. The 
terms are: 
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Partitioned . . . . 

Independent Parts 

Routinized 

Isolated . 

Low-Communication 
Interactions 

• 

Integrated 

Interdependent Farts 

Individualized 

Community-Oriented 

High -Communication 
Interactions 

Patton's list is so comprehensive and concise that it almost demands development as a test 
instrument for organizational analysis and process evaluation research. 

QUANTITATIVE ASSESSMENT 

Certain elements of prevention programs can be evaluated quantitatively. For example, 
the participant/staff ratio .and frequency and duration of program contacts can be measured 
in a straightforward manner. (However, one still should follow the previous recommendation 
regarding fulltime equivalent participants and fulltime equivalent staff.) 

Quantitative assessments, when routinized for the purpose of transmitting information to 
managers in order to facilitate decision making, are frequently referred to as Management 
Information Systems (MIS). An organization truly cannot function purposefully without some 
form of MIS. Very often, the term MIS is assumed ·to refer only to some formal, complex, 
often computerized process that is always conducted on a conscious level. The fact is in all 
organizations information is exchanged in a variety of ways, informal as well as formal. 

What we refer to as an MIS is merely a formalization of the exchange process .carried 
out to increase validity and reliability. The key components of the system are data cap­
turing devices, processing and feedback channels, and procedures for analyzing the data by 
comparing them to plans and standards. Implementation requires the application of decisions 
based on this information, the result being greater managerial control of the organization 
(Bocchino 1972). 

. The ~ajor questions to be asked in the development of an MIS are ~ssentially those of 
the ]ournallst--who, what, why, when, and where. Properly adressed, these questions help 
shape development of a formal system to provide management with timely and accurate infor­
mati.')n. ,And this of course allows management to optimize the use of resources to most 
effectively achieve the organization"s objectives. The rule of parsimony applies both to cost 
and to thE: amount of data fed back to managers: expe:nses should be minimal and "only that 
information needed in the decision making process should he incorporated into an MIS. 

Cooper (1973), writing about community mental health centers I describes five general 
areas of data essential to a minimum information system. His analysis is also applicable to 
drug abuse prevention programs. Cooper's five areas, about which information should .. be 
provided, are as follows: '. .. . 

• Target population 

• Recipients of service 

• Services provided 

• Staff activities 

• Finance. 

Cooper stresses the importanceo of including all five elements since adequate analysis 
requires examination not Oldy of each separate element but pf their interrelationships. 
Cooper provides extensive lists of data to be considered within eqch area. 
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An efficient MIS can provide decision makers with much of the information discussed' 
under process evaluation in the Guidelines. For example, the MIS will periodically report on 
the quantity of services provided and compare results with program objectives. The evalua­
tion consultant, then, may playa major role in assisting an agency to develop a workable 
MIS. 

A self-assessment system focusing on both outcome and process is found in Volume II of 
the Manual of an Evaluation System fOF Treatment Pr?grams for Drug Abusing Youth 
(CONSAD 1976). The proposed system is, intended to prOVIde: 

• A basic structure within which a formal self-assessment process may he 
conducted 

• Standardized, comprehensive information supplied on a continuing basis 

• Types of information needed to reliably document program activities, 
and outcomes . 

• A basis for early identification of problem areas and a method for 
using information to improve service delivery 

• A method which directly involves program staff and does not depend 
on outside sources for implementation 

• Advice to help minimize the effort in instituting a good self-asseSsm~?t. 
o ~ 

Another highly useful discussion of self-assessment for the evalu~tion consultant is 
Program Development: A Manual for Organizational Self-Study (Blanton a~:> Alley 1975). 
This thorough exposition is adressed to those tnvolved in program development--the manager, 
planner, staff, user I and so forth. 

Process evaluation is important for several reasons. It is a necessary tool in the for­
mation of the organization. It allows objectives to be related to specific program compo­
nents, and it identifies the key elements of an effective organization for its replication 
elsewhere . 
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CHAPTER 7: OUTCOME STUDmS IN EVALUATION RESEARCH 

INTRODUCTION 

In simple terms, evaluation research seeks the truth. It attempts to answer the 
question: Is a program effective according to stated goals and according to reliable and 
valid outcome criteria? The responsibility of the evaluator is to provide an accurate answer 
to this question, realizing that the answer may affect the fate of the program. Should the 
program be continued, initiated in other settings, changed in ways suggested by the results 
of the evaluation, or discontinued altogether? If evaluators are to provige the information 
base for such crucial decisions, a deep concern about the accuracy of their results and 
conclusions is appropriate.' 

The purpose of this chapter is to aid the evaluator in the diffi~\dt process of selecting 
an evaluation research design which yields information of sufficient""iiccuracy to make valid 
decisions. Attempts to accomplish this purpose include the formulation of a series of ques­
tions intended to alert the reader to the variety of issues, problems, and challenges which 
the evaluator must consider in designing an evaluation study. Issues of internal and exter­
nal validity in evaluation research are identified and discussed to a limited extent, and 
references to a more extensive discussion of these are provided. Descriptions of selected 
true and quasi-experiments follow. A sampler of advantages and disadvaritages are pre~ 
sented for each design, along with references for more extensive reading and. study. 

SELECTING AN EVALUATION RESEARCH DESIGN 

The research design for an evaluation study is conceived as the logical structure or 
plan which dictates the conduct of the study and specifies such conditions as how and when 
samples are drawn, when measures are taken, and how data are analyzed. The selection of 
the design is a function of two fundamental conditions~ (1) the design must yield results of 
sufficient accuracy to meet the purposes of the study, and (2) the requirements. of the 
design, particularly its demands on the program context, must be approved by key individ­
uals or groups such as top administrators I the subjects participating in the study, the 
governing boar:;d and, in some cases, the community at large. 

The goal of the evaluator is to implement the evaluation research design t.hat will yie!d 
the most accurate and useful set of results, as a basis for inferring the magnitude of effects 
and making decisions about the level of program effectivene!)s. In order to accomplish this 
goal, it is advisable for the evaluator to develop a hierarchy of design preferences and a 
strategy for informing and convincing key administrators of their possible implementation. 
At t.lIis point the evaluator should be able to describe the design and its demands on the 
program context in lucid, nontechnical language. The evaluator should be prepared to 
discuss possible disruptions that would be caused by the study and how the results of the 
evaluation would benefit the program in terms of understanding its influence on subjects and 
providing a basis for program improvement. 

In the process of discu.ssing possible research designs, and eventually reaching a 
solution within the constraints imposed by the 'program context, the evaluator must be keenly 
aware of whether or not the design appropriate for the program context will answer the key 
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questions asked of the evaluation study. The following list of questions is provided for the 
investigator as guidelines for evaluating the various aspects of a planned study: 

ISSUES REGARDING THE EVALUATION RESEARCH CONTEXT 

1. Do you as the evaluator understand both the formal and informal asp~\ts of the 
organizational structure \\ithin which the evaluation study will be conducted? (Twain 1975; 
Gurel 1975; Weiss 1975.) 

2. Are you aware of and well informed about the social and political forces which 
influence the above organizational structure and, possibly I the welf~re and conduct of your 
study? 

3. Have you identified the key actors in the organization, their position in the power 
structure, their vested interes~s, and their perception and evaluation of the demands and 
consequences of the evaluation research to be done? 

4. Are you aware of the p~tential role and value conflicts between you, the applied 
scientist, who is emphasizing objectivity and demonstrated program effects, and the program 
director and administrator who are already convinced of the program's efficiency, effective­
ness, and value? What can you do about this state of affairs? (Gorry and Goodrich 1978; 
Abt 1978.) 

5. Has the turnover of key staff members been sufficiently low to provide an organi­
zational context stable enough to facilitate the conceptualization, implementation I and comple-
tion of evaluation studies? (Levine and Levine 1977.) " 

6. Is there a record keeping system sufficiently comprehensive and accurate to 
provide a basis for various sample selection procedures? Does the record ,system yield 
attrition rates with sufficient accuracy to estimate sampling mortality in the proposed 
evaluation study? (Weinstein 1975.) 

7. To what extent will the research context approve and facilitate a set of procedures 
for the selection and assignment of SUbjects which meet the demands of the research design, 
selected to provide information of su ficient accuracy for evaluating the program under 
consideration? (Boruch, McSweeney, and Soderstrom 1978.) 

ISSUES OF THEORY APPLICATION 

1. Should the investigator consider the application of selected theories to facilitate a 
more comprehensive understandinlJ of the evaluation problem? (Hawkins 1978.) 

2. How might the consideration of relevant theories help to conceptualize the evalua­
tion problem in greater depth? How might it help to formulate specific directional hypotheses 
as a basis for the selection or development of operational definitions of key constructs? 

(I 

3. Is there theory of sufficient relevance and utility to predict differential reaction of 
subjects to program components? What implications will predictions of differential reaction 
have for selecting the design of the' evaluation study, including the determination of sample 
size and subject allocation? 

4. How might the application of relevant theories heip to understand the transactional 
relationship between the stimuli of program components and the different reactions and 
changes in clients of the program. How might such considerations enhance the appropriate 
selection of outcome or change measures? 
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ISSUES OF MEASUREMENT 

1. How many outcome, or dependent, variables are necessary to measure the impor­
tant components of hypothesized program effect or influence? 

2. Are characteristics of properties of the program (the independen t variables) 
reasonably constant over time? Can such characteristics be quantified or categorized to 
ensure or document the degree of program consistency? 

3. To wha~ extent (time) and degree (intensity) are subjects exposed to program 
content? Can estimates of these parameters be quantified? 

4. Wil.l th~ measures se~ected to estimate program effects have sufficient range to 
allow all subjects to change (to Improve or get worse) once they enter the program? . 

~. Are outcome variables sufficiently reliable to measure change in subjects as they 
experience program content over time? 

.,6. Will outcome v~riables interact with program content so that observed changes in 
subJ~cts may be a function of program content by outcome variable interactions rather than 
the mfluence of program content alone? 

,7. Is th~ cor~tent of the selected measures appropriate for the population being 
studIed? Th?t IS, WIll the items ~r questions comprising measures interact with the ethnic, 
cultural.' . SOCIal class, . and education level of subjects to yield different levels of reliability 
and valIdIty as a function of group membership? 

ISSUES OF SAMPLING 

1. Is the population sampled homogeneous and well defined or is it highly varied and 
not comprehensively described? 

.2. Is there a ba~is for:. estimating sample attrition, possibly from other studies 
preVIously completed? WIll attrItion rates be a function of membership in the treatment or 
control group and thus threaten both the internal and external validity of the study? 

3. Are samples~ighly ,selected in some manner which may affect the study outcome? 
For example, were subjects hIgh or low on performance criteria or were they self selected in 
some unknown manner? 

ISSUES OF STATISTICAL VALIDITY 

1. What criteria should be used to determine the level of statistical significance? 

. 2. Will the data generated by the study meet the assumptions of standard data ana­
lyti~ procedur~s? Under what conditions can these assumptions be violated without invali-
datmg the statIstical test being used? . 

. 3.. How should the sample size be determined? How might the determination of sample 
sIze be mfluenced by such factors as the hypothesis of differential reactions to program 
components, the assumption of interaction effects, and other considerations? (Cohen 1977.) 

ISSUES OF GENERALIZABILITY AND REPLICATION 

1.. ,', To what ext~n~ will you be able to generalize the results and conclusions of your 
evaluation study to SImIlar programs and similar subject populations located in different 
treatment settings and different ecological contexts? 
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2. Can the populations from which subjects were allocated to treatme.nt and ~ontrol 
groups be clearly identified and meaningfully described? Can the population studIed be 
identified in another treatment setting to facilitate replication of your study? 

i~ 

3. Can the progr,am cOlltent and the evaluatibn methodology he described with suffi­
cient precision to allow replication of your study in another. treatment context? 

THE VALIDITY OF EXPERIMENTS 

Among the major goals of this ch?pter is the iden~fication and ~evel~pment of standards 
for guiding the selection of evaluation research desIgns. The mvestigator must s.elect, 
successfully implement, and bring to fruition a design which yields accurate pnough mfor­
mation to make valid inferences and general conclusions. However the rqad from. conceptual­
ization through implementation and completion is indeed rocky, with m?~y potential ambushes 
along the way. This section will be concerned with threats to the· mternal and exterl;al 
validity of true and quasi-experimental designs. Definitions will be presented along WI:tb 
references to articles and books which discuss these issues in greater depth and detaIl. 

INTERNAL VALIDITY 

The following are definitions of internal validity as found in the literature: 

• Internal validity is the basic minimum without which any experime?t is 
uninterpretable: Did in fact the experimental treatments make a dIffer­
ence in this specific experimental instance? (Campbell and Stanley 
1966, p. 5). 

• Internal validity is concerned with the question of whether the treat­
ment as manipulated caused any change in the effect as measured 
(Cook, Cook, and Mark 1977, p. 111). 

• The internal validity of a hypothesis is the number< of its alternative 
hypotheses disproved (Wiggins 1968, p. 390). 

• Internal validity refers to the degree to which a design aUowR one to 
rule out alternative explanations for the way in which a p~~ticular ~n­
dependent variable is causally related to the dependent variable of m­
terest (Bernstein, Bohrnstedt, and Borgatta 1976,.p. 108). 

• Internal validity refers to the valid!ty of any conclusions we draw 
about whether a demonstrated statistical relationship implies cause 
(Cook and Campbell 1976, p. 223). 

Thus a research design is internally valid if, from a demonstrated statistical relation­
ship between an independent and a dependent variable, we can ~orrectly in~er tha~ chal),ge 
in the dependent or outcome variable was caused by a correspondm9" change m the mdepen­
dent or treatment variable and not by some unknown extraneous variables. 

The probability of this conclusion being correct incre.ases ?s evidence for "the influ~nces 
of extraneous variables on the dependent or outcome variable is ruled out. More precIsely, 
as the number of extraneous variables ruled out increases the probability of a causal rela­
tionship between the treatment and outcome variables increases. 

The following extraneous variables, if not controllea in the experimental design, might 
influence the dependent variable in some unknown manner: 

History. This term refers to specific events or conditions, in addition to the treatment 
or experimental influence, which occur between first andsubseque;nt measurements of the 
dependent or outcome variable, and which might influence the magmtude of the~e measure-
ments. . 
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For example, the outcome of an educational program desigl1ed to influence attitudes 
toward marijuana smoking could be profoundly affected by the publication of a study indi­
cating that certain patterns of marijuana smoking were or were not hazardous to the health 
of the smoker. The release of such information following the pretesting of subjects would he 
considered an historical event which might influence the outcome of the study. The occur­
rence of such events are threats to internal validity unless the investigator anticipates and 
plans for their appropriate control within the logical structure. of the research design. 

Maturation. This refers to changes in subje,cts between pretest and subsequent testing 
whicli influence the observed outcome, but are not a part of the program or treatment of 
research interest. Subjects may grow older, wiser, stronger, acquire new knowledge, or 
enter into a biological change. While these factors.may not' be a part of. the program or 
treatment of interest to the investigator, they may very well influence the:outcome and must 
therefore be considered in developing the research design. For example, growing older and 
acquiring biological maturity may in themselves influence high school students beyond the 
effects of the programheing evaluated. The presence of these potential influences should 
be considered i1). conceptualizing the evaluation study and in selecting the appropriate design. 

Testing:. This has to do with how the experience of takirrg a test affects the subject's 
subsequent performallce on the same test. In pretest/posttest designs the concern is with 
the influence of the pretest experience on the posttest score. This potential inn4tence is 
even more likely in time series or repeated measurements def?igns where multiple testing is 
required. 

In conipleting .an evaluation test or s~ale ,it is . reasonabl~ to assume that l~ar~ing may 
take place, attitudes may change, or emotions may be aroused In a manner that Will mfluence 
a subsequent performance. when the same set of stimuli are again encountered. The invefl!ti~ 
gator must he'> aware of this potential influence and the necessity to ,estimate or control 'its 
effect under particular research cOllditions. 

Instrumentation. This term refers to autonomous changes in the measuring instruments 
or procedures used to .. estimate parameters over repeated observations. Instrumentation is 
differentiated from testing in that in .the former an effect is due to a change in the instru­
ment or procedul'e of measurement itself while in tespng the effect is due to change in the 
subjects as a function of their testing experiences... .. 

If, for example, measures are derived from classroom ·'observations or ratings, the 
observers may change in some unknown way ,as the study progresses and repeate,d observa­
tions are made., Observers may become more "skilled, bored, or. inferential as they rate 
samples of group behavior. 

o 
If measures are based on interview data, the quality of these observations may change 

as the interviewer gains experience and confidence, becomes more familiar with the ,interview 
schedule, or gains insight into the subject ov"'r repeated interviews. 

In summary,' effects aueto instrumentation change must" be anticipated in repeated 
observations of subjects and should playa role in research design selection. 

Statistical RePrression. This is. an effect that ean .stem from subjects b~ing classified 
into or selected rom extreme groups 'on the basis of pretest scores ~ correlates of pretest 
scores I or some other basis. When subjects are assigned to groups on the basis, of high or 
low pretest scores, .the high groups will tend to score lower and the lower groups higher at 
the posttest. This will be especially true if ijte pre and posttests are unreliable, or· include 
a considerable amoun,t of measurement error., Under these conditions changes from pre to 
post are very likely' due to statistical regression to the mean. Attributing such changes to 
treatment influences ,would almost cer,:-tainly be incorrect. Investigjitors,r,nust be aware of 
these possibilities as they create experimen~al and control groups through various selection' 
and classification procedures. .. 

Selection. As used' here, selection refer:s to an experimental effect that mig~t be due 
to the lack of equivalence between the .0 treatment and control groups at the' inception of the 
study. Under these conditions differences .obtained at the posttest might be due to unknown·' 
differences between the treatment and control· groups rather than due to treatment influ-
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ences. Therefore it is crucial to establish, and if possible empirically demonstrate the 
equivalence of treatment and control groups at the beginning of the evaluation study. 
Otherwise erroneous inferences regarding the treatment influence might threaten the internal 
validity of the evaluation. 

Mortali;tY . Th~s term refers to an effect that might be due to different kinds of sub­
jects droppmg out of treatment and control groups as the study progresses from inception to 
completion. Differences obtained at the posttest might be due to differential mortality 
between the treatment and control groups rather than to treatment effects. In this situation 
the necessary condition of equivalent comparison groups would be violated and the internal 
validity of the study would be threatened. The monitoring of dropouts and the understand­
ing of their selective nature is a crucial and frequently neglected issU:e in evaluation 
research. (Maintenance of samples of sufficient size to meet statistical assumptions is dis­
cussed in chapter 9.) 

Interactions with Selection. The possibility exists that nonequivalent treatment and 
control groups will interact wit.h other threats to internal validity and produce spurious 
treatment effects. For example, the influence of maturation on the treatment group might be 
different from that on the control group if the treatment and control groups are not equiv­
alent. The ,lack of equivalence would be-crucial if the treatment and control groups were 
comprised of subjects which differed in terms of their rates of change along dimensions 
relevant to the dependent variables of the study. 

Ambiguity About the Direction of Causal Influence. Cook and Campbell (1976) point out 
that this threat to internal validity is not salient in most experiments since the order of 
temporal precedence is usually clear. They argue further, however, that the direction of 
causal influence is a threat to internal va.lidity in simple correlation studies, especially when 
an equally plausible arg.ument can be developed for the conclusion that A causes B, or B 
causes A. 

Making causal inferences from correlations is a well known problem in the social and 
medical sciences, with no obvious solutions. The design of controlled experiments with well 
defined treatment. stimuli provides a much firmer basis for making causal inferences. The 
use of randomized 'experiments provides an appropriate safeguard against most of the fore-
going threats to internal validity. ' 

Although randomized experiments provide safeguards against many threats to internal 
validity, Cook and Campbell (1976, pp. 228-230), describe five threats to both randomized 
and quasi-experiments. The reader is referred to the above reference for elaboration of 
these threats to internal validity. ' 

EXTERNAL VALIDITY 

The following are definitions of external va1idity presented in the literature: 

• External validity asks the question of generalizability: To what popu­
lation, settings i treatment variables and measurement variables can 
this effect be generalized? (Campbell and Stanley 1966, p. 5). 

• External validity refers to the validity with which a causal relationship 
can be generalized across persons, settings, and times (Cook and 
Campbell 1976, p. 223). " 

• External validity" deals with the generalizability of a, causal relationship 
to, and across, populations of persons, settings, or times. General­
izability is limited to t.he classes of persons, settings, or time repre­
sented in an evaluation when it ends. These mayor may not be 
reasonable representations of the populations of initial interest (Cook, 
Cook, and Mark ,1977, p. 108). --
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• External validity refers to the degree of generalizability from one's 
study to some larger, hypothetical population of interest. (Bernstein, 
Bohrnstedt, and Borgatta 1976, p. 108). 

Both internal and external validity are concerned with the demonstrated, or statistically 
significant effects of a program. Internal validity is concerned with whether or not the 
demonstrated effect is indeed due to the content of the program being studied, rathdr than 
to some extraneous influence. External validity is concerned with the extent to which one 
can generalize this (assumed to be) valid causal inference to other populations, settings, and 
times. External validity is a function of the extent to which a demonstrqted program effect 
can be replicated with different populations, in different program settings; and at different 
points in time. Empirical evidence for external validity, then, is based on replication. The 
establishment of external validity is an inductive process; as program effects are ver:lfied 
through replication in different popUlations and settings and at different times I confidence in 
the external validity of the program content and influence increases. 

Without evidence of replication, external validity is a matter of conjecture. If the 
target populations and the programs are comprehensively and meaningfully described and 
outcome variables measure sufficiently similar constructs, it may be possible to estimate the 
external validity of certain treatments and prograJIls by comparing the results of studies 
found in the literature. 

As a final note on the fragile nature of inferences drawn from one study, we quote 
from the wisdom of Cook and Campbell: 

To infer a causal relationship at one moment in time I using one research setting, and 
with one sample of respondents, would give us little confidence that a demonstrated causal 
relationship is robust. A concern with the generalizability of findings across times, settings, 
and ~persons will be called a concern for external validity ... (1976, p. 226). 

With this understanding of external validity, we turn to a selection of threats to accu­
rate g~neralization, followed by references for more extensive reading. It is understood that 
all threats to internal validity are necessarily also threats to external validity. 

Threats to Accurate Generalization 

Selection. In the best of all possible evaluation worlds, a sample of subjects would be 
drawn from a defined universe followed by random allocation to experimental and control 
groups. The latter condition sometimes is obtained, but the former, crucial to external 
validity,. allllPst never happens. 

Thus, selection of the subjects to be allocated to experimental and control groups is 
plagued by a number of factors which make it difficult to identify and describe the popula­
tion to which the investigator would like to generalize. Most clients of social and health 
programs are self selected in ways which are usually unknown to the evaluator and which 
vary across programs. Under these conditions the investigator must limit conclusions about 
program effectiveness to subjects using the program; subjects needing treatment, but not 
seeking it, may comprise quite a different population and may, in fact, be less likely to 
improve under the same treatment conditions. " Generc:lizing to other treatment settings could 
only be done on the assumptions that selection criteria were similar over settings or unre­
lated to treatment outcome. 

\\ 

Other selection factors are selection by excellence, where the bias is likely to be toward 
positive results, and selection by expedience, where a variety of biases may be introduced. 
The former is well represented by providing psychotherapy to the young I attractive, bright i 
and articulate; the latter ,by the ever present college sophomoi'es in psychology cO\lrses. 

In quasi-exper~ental designs, where control grbups are sometimes gener.ated tnrough 
matching procedures, the resulting sample represents a highly idiosyncratic population which 
is unlikely to be found in other settings. 
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For more detailed discussion of the effect of selection on external validity see Campbell 
and Stanley 1966; Bernstein, Bohrnstedt, and Borgatta 1976; Cook and Campbell' 1976' and 
Cook and Campbell 1979. ' 

Measur:ement. Definitions of both internal and external validity assume that a signifi­
cant experImental effect has been demonstrated. However, characteristics of measures 
selected or dev~lo~e~ to assess the effectiveness of programs may prevent demonstration of 
~e necessary sIgmficant effect. Measurement error in the form of low reliability and valid­
Ity may seriously underestimate, and in some cases completely obscure program effects. The 
use of ,outcome variables which are insensitive to program content may also lead to incorrect 
conclUSIOns and in some cases jeopardize continuation of the program. 

Sensitization due to completing a pretest or posttest may in itself influence program 
effe~ts and thus preclude generalization to popUlations that have not experienced these.·· 
testing procedures. The content of measures may interact with individual characteristics to 
produce results which are a function of group composition rather than program content. If 
characteristic~ of in~ividu~ls which interact with measures are unknown, generalizations to 
other populations WhICh dIffer on these characteristics would probably be inaccurate and 
thus external validity would be threatened. ' 

Excellent discussions of measurement issues as threats to external validity are found in 
Campbell 1957; Cook and Campbell 1976; Bernstein, Bohrnstedt, and Borgatta 1976; and 
Campbell and Stanley 1966. 

Space precludes ~n exte~sive presentation of th~ many threats to external validity, If 
0 e results of evaluati?n ~tudies are to be taken seriously as a basis for policy determina­
tio~, then, th~ generalIzation, of results to other populations, settings, and times is crucial. 
W~llie replIcation, of results IS the most convincing evidence for external validity, the cost 
WIll almost certamly preclude extensive use of this procedure. Therefore careful consider­
ation of issues in external validity should be an important part of planiung an evaluation 
stu,d~ . The references cited above provide an p,mple basis for understanding external 
valIdity. . 

St?tis~cal Issue~. Principles relevant to research design are presented in chapter 9 of 
the GUlde~mes. ThIS chapter ~s~ provide~ valuable guidance to the investigator planning 
the analYSIS of data generated WIthm the logIcal structure of various research designs. (For 
an excellent discussion of statistical conclusion validity, see Cook and Campbell 1976.) 

Construct Validity. For a discussion of construct validity as applied to evaluation 
research studies the reader is again referred to the excellent discussion in Cook and 
Campbell (1976, pp. 238-245). 

We now turn to the description of selected true and quasi-experimental designs. 
~dvantages and disadvantages are considered, followed by references to examples from the 
lIterature. 

TRUE EXPERIMENTS 

, ~n this section a seri~s of true experimental designs will be .. described~ along with 
selected advantages and disadvantag"es of each. In particular threats to internal and 
extern«;il validity will be c0!lsidered. Since space limitations preclude lengthy discussion of 
~hese Issues , th~ reader WIll be referred to litera~ure providing a more comprehensive and 
mdepth presentatIOn. 

~rue expe~iments always have o?e thing in common: subjects, or more generally, 
experImental umts, are randomly aSSIgned to treatments (that is treatment and control 
groups). Experimental units can be individual people, classes cens~s tracts and so forth 
qepending on th,e resear~h design ,a~d its purpos~s.. As Cook: Cook, and Ma~k (1977) point 
out, random ~ssignment IS the defmI?g characteristIc of. a true experiment qnd it t,., impor­
tant because It assure~ that the various t;reatment groups do not differ from each other at 
the start of an experIment. Random aSSIgnment creates the necessary conditions for com-
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parability. That is, conditions are optimal for the comparison of treatment and control 
groups following the implementation of a given treatment. 

Randomization to achieve comparability is differentiated from randomization to achieve 
representativeness. In the latter situation a random sample is drawn from a defined uni­
verse or population of experimental units before randomly assigning the units to treatments 
or treatment groups. This procedure allows generalization from the sample to the popUlation 
within known limits due to sampling error and therefore ii'lcreases external validity. While 
this is desirable, it is not a necessary condition for a true experiment, which only requires 
random assignment of experimental units to tr~atments. Random sampling for representative­
ness is often impractical in many evaluation research contexts, even though it may facilitate 
the interpl'etation and generalizability of results. Its drawback is that all units in the 
defined universe must be enumerated and assigned a known probability of selection--a major 
undertaking when that universe is large or geographically dispersed. 

NOTATION FOR .DESCRffiING DESIGNS 

The notation used by Campbell 'and Stanley (1963, 1966) and repeated by Fitz-Gibbon 
and Morris (1978) will be used to diagram each design. The symbols are defined as follows: 

• "R" 'means ~andom assignment, that the group was randomly assigned. 

• "0" refers to an observation or measurement of some kind, such as an 
=attitude scale, a test of knowledge, a factor score I etc. 

('I<, 

• "X" in'iiicates the experimental program beiIw evaluated. 

• "c" designates a control group, the group or·, groups not receiving 
X. More than one control group is indicated by C and C?' etc. 
It is understood that C and C are randomly assigrled ar.d 1n that 
sense equivalent, unless ~therwis~ stated. 

• Dotted lines (n .... ") drawn horizontally and separating tr:~atment 
groups, indicates that the groups were not randomly assigned and are 
therefore not equivalent. 

• "E" designates the experimental or treatment group experiencingX. ,. 

DESIGN 1: THE PRETEST/POSTTEST CONTROL GROUP DESIGN 

• "~'I TIME • 
PRE POST 

~xperImental Group R °1 X O? 
"" 

bontrol Group~\\ R °3 Co °4 

PurpoSe! 

To assess thl:! impact of treatment X on. the experimental group when compared with an 
equivalent group C which did not receive treatment X. 

Ideal Conditions 

Subjects I or more generally, ~xperimental" units; are randomly drawn fq)m a defined 
universe or population ai'id then randomly assigned to experimental or control groups. 
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Subjects, are" teste~ under "bli~d" conditions, where the test administratbr does not know if 
the ;Sl!bJects are, In the expernnental or control group. Measures are reliable ~ valid I ahd 
se~Sltive to the mfluenc,e of treatment X. Sample sizes should be of sufficient magnitude to 
reject .:the ,null hypothesIs when the treatment effect relative to the variance is dose to the 
expected SIze. The treatment effect is constant over time. 

Advantages 

(1) Allows empirical validation of experimental and control groups as equivalent. 

(2? Elimin<;tte,s many" threats to internal validity, including the effects of history, 
maturation 1 statistic!=ll regresslOn, selection, and po~sibly ,testing. See Campbell and Stanley 
(1963) and Cook and Campbell (1976) for excellent dIscusslOns of internal validity, 

, (3) Minimizes, ~e probability of threats to external validity . For an excellent discus-
SlOn of external valIdIty, see Bernstein, Bohrnstedt, and Borgatta (1976). 

Disadvantages 

, (1) Difficulty. in convincing key people in the evaluation context to allow random 
aSSIgnment to experImental and control groups. 

. . (2) Pretesting might affect experjmental results, although recent work by Lana (1969) 
IndIcates that such affects can be mini.'llal. . 

(3) Pre or posttesting m~y i~te~act with the treatment to produce effedt which would 
not be dete~ted m the populatlOn If It had not been tested. See Bracht and Glass (1968) 
and BernsteIn, Bohrnstedt, ~nd. Borgatta (1976) for further discussion of these issues. 

(4) Differential mortalitY (dropouts) may affect the equivalence of experimental and 
control groups. " 

Data Analysis 

Th~ ~data of this design may be analyzed usi~g several strategies, including:/J 

(1) Analysis of varianc;,e' or t-test applied to post sccre~. See Dixon and Massey 19.69 
chapter 8, pp. 10,9-126, or a standard statistical text. ' 

(2) Analysis of covariance, with post scores adjusted bv pre scores See Dixon and 
Massey 1969, chapter 12, pp. 222-236. . 4 • 

(3) Analysis of covariance computed in a multiple regression format. See Cohen and 
Cohen 1975, chapter 9, pp. 343~402. 

(4) Fo~ ~ discus~ion of statistical analysis of data from nonequivalent group designs,., 
WhICh shed hqht on ~ome problems in equivalent group design read chapter 4 by 
Charles S. ReIchardt In Cook and Campbell (1979). 

Program Example 
(,\ 

d . An. example of an early evaluation stt,1dy which used' a pretest/posttest control group 
es!gn ~s one done by SWIsher, Warner, and ~err (1972). They randomly assigned the 

entire m~th a~d eleventh grade classes (216 subjects) of a school to one of four treatment 
groups, Includmg a no treatment control group. They then asked all subjects to take three . 
pretests--a drug knowledge test, drug attitude scales and a 'health habits scale which ' 
assessed drug Use. ' 
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Next, the first treatment group was exposed to a "r.elationship counseling" drug abuse 
prevention program; the second treatment group was given a IIr einforcement counseling with 
nondrug abusing models" prevention program; the third was given a "reinforcement coun­
seling ~th ex-drug abusing models" prevention program; and the fourth (the control group) 
was given no special prevention program. (The control group received only the standard 
health class unit on drug abuse.) Each treatment took six weeks and at the end of the s'ix 
weeks all subjects were asked to take posttests using the same scales. Separate 4 x 2 
analyses of varianc'e were run for each of the scales and for the ninth and eleventh graders, 
including. the pre- and posttests for the four treatment groups. The results indicated that 
all four or the approaches increased the ninth and eleventh grade students' knowledge about 
drugs, and none of the four changed attitudes or reported drug use of either the ninth or 
eleventh graders •. 

This design had the advantage of exposing supposedly equivalent groups to four differ­
ent prevention approaches so that the efficacy of the approaches could be compared. This 
design also allowed the evaluators to examine the pretest scores to see whether or not the 
groups Were indeed equivalent before the treatments. It turned out that the pretests did 
not look equivalent for the four groups (although no statistical tests were performed to test 
this impression); perhaps an increase in the number of subjects would have solved this 
problem. " 

One of the disadvantages of the design, however, was that it did not allow the re­
searchers to assess the effect that the pretesting or posttesting had on the subjects. For 
instance, the students' increase in knowledge could have been due to an interaction between 
the pretest and eq,oh of the four approaches. The design did not allow the researchers to 
evaluate this possibility. 

DESIGN 2~ THE PRETEST /POSTTEST CONTROL GOUP DESIGN WITH AN ADDITIONAL 
CONTROL GROUP, ,:PO&TI'EST ONLY 

.. TIME .. 
PRE POST 

[f::xpernnental Group R °1 X °2 
~ontrol Group ,One R °3 Cl °4 
~ontrol Group Two R C2 Os 

Purpose 

Same as Design I, but includes, in addition, an estimate of the influence of pretesting 
on the posttest. 

Ideal Conditions . 

May be appropriate when: (1) The time between pre- and posttesting is relatively 
short, (2) the construct measured is a "hot" issue, (3) the subjects are sophisticated, and 
(4) any time effects of pretesting are expected. However. this design does not distinguish 
between true effects of X II and interactions between X and 0 (for example, sensitization 
artifacts). X-01 interactions are best assessed with a Solom~ Four-Group Design. (See 
Design 3.) " ' 
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Advantages 

Same as Design 1, with additional strength of knowing the influence of pretesting on 
posttest results for control groups. 

Disadvantages. 

Requires a second control group which may exceed the capacity of the subject pool to 
get adequate N's and "the tolerance of key personnel in the evaluation context. 

Data Analysis 

" .r0stscores, coul~ be compared by applyin~ one way analysis of variance, followed by a 
gap test to Identify the number of populations. One could also test for differences be­
~een the two cOI'l:trol Qroups at ,the posttest. If the null hypothesis was accepted, and no 
differences due to testing were mferred, then the methods for Design 1 could be applied. 

Program Example 

This design could have beep used in the Swi~her, War~~r, and Herr (1972) study if 
they had had a much larger ~ubJect poo~ to start With. SpecIfIcally, the sUbjects from each 
~rade would be randomly assIgned to fIve treatment groups instead of to just four. The 
fi!th gro~p would ,receive no special prevention, just as the fourth group (control group) 
dId ~ot m the SWisher et al. (1972) study. However, unlike the four·th treatment group, 
the fifth tre!l1ment group would not take the three pretests. The posttest results for the 
fourth and fIfth groups could then be compared to see if t.he pretest affected the posttest, 

T~e rea~on ~at the subject pool must be much larger than Swisher's (1972) in order to 
use thIS deSIgn IS that researchers must be able to assume that the fifth group's pretests 
would ,have been equiv~lent to ~ose of the fourth ~roup's if the tests had been given. It is 
essential to be able to assume thIs because the deSIgn does not test that assumption. 

DESIGN 3: THE SOLOMON FOUR-GROUP DESIGN 

- TIME • 
~ PRE POST 

~xperunental Group One R °1 :Xl °2 
:::::ontrol Group One R °3 C1 ° . 4 
E:xperimental Group Two R X2 °5 
:::::ontrol Group Two R •. ' C2 °6 

"; 

Purpose 

To extend Designs 2 arid 3 to explicitly consider the influence of pretesting on both the 
experunental and control groups. . . 

J 
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Ideal Co.~ditions 

" This more demanding design' may be selected when the inflp,ence of pretesting is 
thought to be strong and might interact with X. 

Advantages 

(1) As Campbell and Stanley (1963) point out, the effect of X is replicated in four 
comparisons, And if ° > ° 1 , ° > ° ~ ° > ° , and ° > ° , the strength of the infer­
ence regarding the infItence of ~ is thcre~sed, 6 (2) Th~ inte~action of pretesting and X, 
along with the main effects of X and pretesting, are determinable. 

Disadvantages 

This design requires more resources in terms of the number of experimental units and 
it may be harder to win the approval of administrators. Also, because of the greater 
number of groups and subjects, the likelihood of differential dropout effects increases. 

Data Analysis 

Since there is no single procedure for analyzing the she observations simultaneously 
(See Campbell and Stanley 1966, pp. 25), the data of this design are usually analyzed as a 
two by two analysis of variance, with interaction. Posts cores are the dependent variable. 
(See Winer 1971, chapter 5, pp. 309-428; Dixon and Massey 1969, chapter 10, pp. 150-192), 

Program Example 

An example of this design would be the further extension of Swisher, Warner I and 
Herr's (1972) study to include a sixth, seventh, and eighth randomly assigned group. 
These groups would not take the pretest but would be exposed to one of the three different 
prevention programs and the posttests. The interactions between the effects of the pretests 
and the effectspf the different prevention programs could then be examined. 

DESIGN 4: THE POSTTEST-ONLY CONTROL GROUP DESIGN 

• TIME • 
POST 

~xperimental Group R X -Oi 
:::ontrol.,.(3roup R C °2 

'I 

Purpose 

To assess the impact of X by comparing equivalent groups with and without X. 
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Ideal Conditions 

When it ,;is difficult to pretest or it is felt that pretesti:qg would seriously influence 
posttest results or the reaction of subj~cts to X. See Campbell, and Stanley (1963) for a more detailed descriptio~ of this design. . 

Advantages 

The demands of pretesting are eliminated, along with the potential influence of pre­testipg on the outcome. 

Disadvantages 

(1) Since it is not possible to test X and C groups for equivalence, the random assignments procedure is crucial. 

,. (2) It is not possible to obtain direct measures of individual changes due to X/ 

(3) Biases due to attrition are difficult to estimate due to lack of pretest information on subjects. 
Ii 

Data Analysis 

This design requires a test of the differences between post score means. (See Dixon 
and Massey 1969, chapter 8, pp. 109-126) . If the size of the experimental effect is 
required, a point-biserial correlation coefficient could be computed. (See Cohen and Cohen 1975, pp. 35-37). 

Program Example 

o 
An example of this evaluation design was presented by Bry (1977). In 1973 t eighty 

seventh graders were identified as being at risk for drug abuse because they were having 
related adjustment problems. These high risk seventh graders were randomly assigned to an 
experimental or a control group. Some unobtrusive premeasures were taken at that time, 
but none could be taken reflecting the primary variables of interest, that is, drug use, 
school dropout, criminality, and employment. The main reason no premeqsures were taken 
was to prevent the control group from being affected by being identified and "measured". 
Also, by and large, the subjects were too young to be exhibiting many of the behaviors of 
interest. Since a prevention program was being tested, it was assumed that the behaviors 
the program was designecrto prevent had not yet occurred.. . 

\; 

The students in the experimental group wer.e given a long-term drug abuse prevention 
program called the Early Secondary Intervention Program (ESIP). Three and one-half years 
later, interviewers who were not connected with the prevention program and who did not 
know which young people had been in the program were sent out to find them. Sixty-three 
of the young people were found, half from the experimental group and half from the control group. ' 

Chi square and t-tests were used to assess the differences between the two groups. 
The levels of behaviors of interest that were reported by the control group were assumed to 
be what would be expected for high risk young people who had experieIiced no preventive 
intervention'~ Thus, it was assumed that /:lny significant difference between the reports of 
the experimental group and the c~mtrol group were due to the prevention program. 
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t f serious criminal behavior The results ~ndicated., that ESIP re~=~ri ~:na r1r~g s u~e (pills, hallucinogens, and 
~~~~r;)ty a~~s!.':t~~fn d~p~uir~~~ ~~!~tion (havi~g to repeai a grade). The results also. 
indicated that ESIP increased the amount of teenage employmen . '. 

. ,. s' reported alcohol or marijuana use. As There was no difference between the hgroup st question whether or not the two treat-
with all of the study's results, the researc er ~u n ro ram began and whether or not the 
ment groups were equi~alent ~efore the Pilive~ 0 Jou~s. This research design does not sub'ect attrition was dIfferential between . e ,wo 
allo~ the researcher to examirte these two,,,questions '. 

DESIGN 5: FACTORIALLY ORGANIZED, PRE/POST CONTROLLED DESIGN 

a TIME a-
PRJ:: ~ 

~xperImenta Group M R °1 X °2 

~xperimental Group F R °3 X °4 ., 
~ontrol Group M R O~ C °6 ., 

I' C °8 ~ontrol Group F R °7 

Purpose 

, ,., res onse to treatment among categories or 
Tp test hypotheses regardl~g var:Ia~n l~f ap~ropriate categorie~ and their order of 

groups of subjects, Both thed ~ter~ma °;heory a review of empirical Uterature, or the response to trea~ent ~ may erIve rom , 
experience of the mvestigators, . 

th 'hIe interaction of treatment/control conditions Anothe~ purposbe, iSt to te~ af~rsex e ts°~~dicated in the diagram above. . withcategones of su Jec s, suc , 

Ideal Conditions 
(1 

," " d' ate that certain categories of sub-When there is sufficient rea!3011 or eVl~ence ~~ 1~0 l~eatment X than" other categories of jects (males, for example) will respond more avora y . 
subjects (females), 

Advantages 

, "th 1 two comparison groups, mayp:rav~ in ,a The pre/post controlle~ d~sl~n~ ~ o~l That is it does not allow for the Ide!1ti-
number of instances to be sImplIstic ,.m Its log. 'tm nt X in the experimental group WhIch,.~" "::, 
fication of "good" and "poor" responses to e~ 'Ie to that of ,the control group and thus 
when added together, will, yieldd ilim~a~e;;~~: ~~~ ~eatment X is ineffective, In fact trea

l 
t­

support the null hypotheSIs an e In 'f ubje:cts .. The challenge for eva u­
ment X may be quite effe~tive f~r ce~tain cateiones d~sig~ which" allows the identification ?f 

'ators as they design theIr studIes, thIS t9 flcrea e a f treatment X The advantagt>, of thIS ' , h' h under e In uence 0, "j 

subject, groups, wIIIC vthar
y 

sibility of such differences to emerge , .. ' design IS that It a ows e pos 
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Disadvantage~ 

~. 

\' 

More ~ubjects &re require~ if the cell sizes are to be sufficiently "large to adequately 
test for interaction aifects. 

Other t~1an the need for .'. additional subjects, this design would generally not place' a 
gre~ter h\;trd(~:n on the research .contex!. It would require c the evaluators to think about 
the~r studIes 3.n terms, of more dIfferentIated hypotheses regarding outcome and of the cate­
gor:1es of sub]\~cts WhICh would be most likely to yield variability in response to treatment X. 
ThIS procedurel may lead to more carefully conceived studies. 

Data Analysis 

, The .. data of' .:this design could ~ost simply be analyz~d in a 2 X 2 analysts of varianc~ 
With, pos .. scores as\ 11:e dependent varlable. Sex an~ experlment~l versus control would serve

c 

as Independent v~}rlables. ,The prefe!,red analYSIS would adjust posts cores for prescore 
effects ~n a fact~r,!<;WY orqan~zed analYSIS of covariance. (See Winer 1971, pp. 781-796). An 
assumptIOn of thIS \malrSIs IS homogeniety of regression of posts cores on prescores over the 
four groups. Assu\:X1ption failure may cause differential adjustment of cell means in which 
case the results are' not valid. (See Cohen and Cohen, 1975, pp. 375-376. See 'also Winer 
1971, pp. 594-599 and 772-775). 

Program Example 

, Bien ,and, Br:y (in l')r~ss) used th~s design when they were faced with scheduling non­
equlV?lenc~es In unplementing an experlmental school based, drug abuse prevention program 
for hIgh rlsk students: nne-half of the subjects could be taken out of their morning classes 
to att~nd the prevention program, and the others could participate only in the afternoons. 
Expe~Ience su~gested that the young peoplE: might be more receptive to the program in the 
'~ornmg ~han m the afterhoon. ,Thus, half of the subjects that could be available 'only in 
the, mormng were randomly assIgned to the experimental group and the other half were 
assIgned to ~he control gr~\up, with the same procedure being followed for those subjects 
who were avaIlable only durll1g afternoons. . 

The effects of the program were assessed by examining whether or not it had reduced 
t~e ,correlates of drug abuse, that is, low student grades, poor attendance, and frequent 
dlscIplm~ referrals. Thus, the, premeasures and postmeasures of each subject were compared 
and an Improvement score (or gain score) for each subject was calculated for each variable. 
Then" two-way analyses ~f varl,ance were -performed on eac)l variable with treatment group 
and time of program (mormng or afternoon) as the main effecls. 

The results indicated that the pr~vention program had reduced deterioration in the 
grades of th~ students who could :be assIgned to the program in the morning, but not of the 
students assIgned to th~ program III the afternoon. These results have been replicated (Bry 
and George, 1979) so It a:ppears l\hat ~e facto~ially organized design allowed the investi­
gators to learn about an Important variable WhICh leads to differential treatment effects. 

" DESIGN 6: FACTORIALLY ORGANIZED\ RE.P~ATED-MEASUREMENTS CONTROLLED DESIGN . 
... ~ 

T1 " \\ 
" 

., .' 

Tk (( 

.. 
Experimen~l Group M R °1 

:X ., X °3 X Ok . 
Experimental Group F R °1 X X .. °3 X Ok 

Control Group M .R °1 °3 Ok . 
Control Group F R °1 ~ 

.. 
°3 Ok ~2 

~~,------------------~----~ 
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\
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purpose 

To assess the influence of treatment X when applied sequentially over k treatment 
sessions. Specifically, the following null hypotheses may be tested: 

• There are no experimental/control effects 

• There are no group (for example, sex) differences 

• There are no group/experimental condition interactions 

• There are no changes in subjects over treatments or trials (all sub­
jects pooled) 

• There are no trial by group interactions. 

Curve fitting may also be applied to determine the best fitting functions to the means of 
the four groups over k trials. 

Ideal Conditions 

This design is used in the study of treatment, particular:ly ,dr~g or educational, effects, 
where observations of improvement or change are made at perlOdiC Intervals. It eaSIly lends 
itself to testing the hypothesis of differential reaction or differential effects. If relevant 
theory is strong, enough, specific hypotheses focused on sel~cted group differenc~ (beyond 
experimental/control differences) can be tested. It may at times be useful to examme group 
differences and group-by·,trial interac:tions in a series of post hoc analyses to generate 
hypotheses for subsequent studies. 

Advantages 

Carefully planned studies, guided by relevant theory and specific hypotheses, may help 
to identify group specific treatment effects otherwise obscured by considering only samples 
from general rather than stratified populations. Thus, internal validity may be enhanced 
through subject classification. 

The observation of subjects over trials provides a p~we~ful basis for assessi~g n:ea~­
ment effects as time and exposure increase. From eXamInation of change over time It IS 
possible to estimate the shape of the change function and to estimate maximum and min~~ 
periods of experimental influence. Group differences with regard to change can, as mdI­
cated above, be studied either as hypotb.~sized differences or as post hoc hunches. 

Disadvantages 

The maintenance of subjects over a series of k observations, is always a problem and the 
evaluator must anticipate and estimate the dropout rate during the planning stage of the 
study. Obviously, to make inferences about the influence of the full ~ange of treatment, ~e 
experimenter must retain a sufficient number of subjects to reach valId conclUSIOns. ClaSSI­
fication of subjects into theoretically meaningful categories further reduces the degrees o~ 
freedom available and the power of the statistical tests. Therefore the ~val?ator ~p,o~Jd 
create a research structure in which the subject pool is large enough to accomplIsh the goals 
of the study . 

Since dropouts from studies are always a threat to the internal and external validity of 
an evaluation study, the experimenter may wish to study this troublesome phenomenon in 
order to understand its selective nature and possible influence on the study. It would seem 
that this area of study, crucial to mo!'}t evaluation studies, has been systematically nelected . 
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Data Analysis 

This design provides for a number of tests of significance including: 

(1) Differences between groups' 
(2) Interactions of groups 
(3) Differences within subjects 
(4) Interactions of groups with subjects 
(5) Following the above tests, trends in repeated measures may be fit to linear, qua­

dratic, or higher order functions. 

For a thorough presentation with illustrations, see Winer 1971, pp. 514-59. To analyze 
repeated measures in a multiple regression format .see Cohen and Cohen 1975 I pp. 403-425. 

Program Example 

Feldi (in preparation) used this research design to examine the effects of a drug abuse 
prevention program which had been offered over a three year period of time in two different 
school systems. Subjects were randomly assigned to either an experimental or control group 
at the beginning of the three years. Specifically, of interest was whether there was an 
optimal program duration and location. The two school systems were quite different so there 
was reason to believe that the program might have differential effects. 

Feldi looked at the effects of the prevention program upon the correlates of drug abuse, 
such as low grades, poor attendance, poor promptness, arid discipline referrals. She calcu-
1ated gain scores for each subject on each correlate at the end of the first, second, and 
third years of the program. A two-way repeated measures analysis of variance fQr unequal 
N's was performed, with treatment and location as the main effects. . 

The results indicated that the program reduced the amount of tardiness among students 
in both school systems. This effect was more pronounced in one school system than the 
other, and was the greatest at the end of the third year of the program. There was no 
evidence that other variables were affected by the program, but there were some very 
interesting findings about what happens to the school records of the students in the two 
different school systems over time. Thus, the experimental design enabled Feldi to examine 
questions beyond the mere effects of the prevention program. 

There is almost always subject attrition in a repeated measures design, but the pres­
ence of the pretest in this design enables the researcher to test whether the subjects lost 
from the experimental group had premeasures similar to those lost from the control group. 
Feldi assumed that there had not been selective attrition since all of it was caused by 
families moving out of the school system; however, she could have validated this assumption. 

QUASI-EXPERIMENTAL DESIGNS 

In most cases the results of true experiments provide the .firmest basis for making 
causal inferences or for estimating the effectiveness of a particular treatment or education 
program. Other things being equal, the key issue in comparing true(ind quasi-experimental 
designs and finding the former superior, is the degree of equivalence between the experi­
mental and control groups in the two types of designs. Because we know so little about the 
many factors which might influence program outcomes, subjects are randomly assigned to 
experimental and control groups in an effort to randomize, and therefore equalize ,the many 
possible influences. Randomization is the preferred method of obtaining equivalence. . How­
ever, it is not always possible to have a control, or even a comparison group. Even in t.he 
latter circumstance it may be better to have some data as a basis for conclusions rather than 
to rely completely on opinion, conjecture, or political expediency. 

The purpose of quasi-experimental designs is to approximate, as closely ,as possible, 
those conditions which enhance the validity of the true experimental design. A major factor 
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is the selection of a comparison group so that its equivalence with the exper~ental group is 
maximized. Therefore, in planning a quasi-experiment involving a comparIson. group the 
investigator must go to great lengths in selecting a sample from. the most equivalent P?pula­
tion.· If then differences between the experimental and comparIson groups are establIshed, 
there is 'a .firm' basis for inferring treatment effects rather than differences due to selection. 
In other words, once differences are established it is incumbent upon the investigator to 
rule out possible explanations of experimental control differences other than tr~atment effects. 
The investigator is looking for the most plausible set of inferences and conclusIOns. 

This section does not include a full description of a well known design, the "One Group 
Pretest-Posttest Design," because of its inherent weaknesses ... Campbell and ,Stanley (1966) 
describe it as a "bad example" because it is so vulnerable to extraneous varIables tha~ can 
jeopardize internal validity. History may compete wi~ X t~ influence pre/posttes~ ,dIffer­
ences. When one considers the many other factors m the lIves of students, partIcIpants, 
and other groups that can influence these differences, the need for a control group beco~es 
apparent. 

Another threat to the internal validity of this design is maturation, or some change in 
the individual which in the absence of a control group, may erroneously be attributed to X. 

. These and other disadvantages of this design are discussed at length in Campbell and 
Stanley (1966 pp. 7-12) and Cook and Campbell (1976, pp. 247-248). However, Campbell 
(1979) has p;esented a cogent ar~ument, for the poten~al ~enefit.s o~ the "One-Shot C:ase 
Study" which runs counter to hIS preVIOUS stand. ThIS dIscussIOn IS equally approprIate 
tp the one "One Group Prettest-Postest Design." 

~ith this as background, we turn to a selection of quasi-experimental designs. 

DESIGN 7: THE TIME-SERIES EXPERIMENT .. , 

.' . TIME ~ 
.' 

~1 T2 T3 ']'4 T5 T6 T7 Ta 

Fxperimental Group °1 °2 °3 °4 X °5 °6 °7 °8 

Purpose 

To identify discontinuity in a sequence of observ~tions resulting from the introduction 
of an experimental change, X. As described by Campbell and Stanley: "The essence of .the 
time-series design is the presence of a periodic measurement process on some. group or 
individual and the introduction of an experimental change into this time series of measur~­
~Illents, the re!;:lults of which are indicated by a discontinuity in the measurements recorded m 
the time series" (1966, p. 37). 

Ideal Conditions 

This .. design is particularly appropriate when o?servations are unobtrusive and :-outine, 
and respondents are not reactin~ to repeated ',testi~gs. As Cook and Ca~p?ell pomt out, 
"The most important feature of time-serIes deSIgns IS that there be a suffICIent number of 
pretest data points covering a sufficiently extended time period so that all plausible patterns 
of variation can be ascertained" (1976, p. 275). 

Tll.us, sufficiently reliable and valid m~asurements made over an. e~tended pe~iod of 
time, followed by an event or experimental mfluence and further perIOdIC. ~bservation are 
crucial to this design. Such conditions frequently obtain in schools, clImcs, and o~er 
institutions as well as in defined populations observed over time on such factors as mortalIty 
and recidivism rates. 
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Advantages 

, 

, (1) If ?ccurate records are available th d 'J. 
whatever) prIOr toan~r\lnanticipated chan ' el at~ neede4 to tlescnbe performance (or 
ren;osp7ct~vely. At times, as in the case g~f or ~ ~~ty,ne edxpernnental effect can be collected 
mation IS In the public ,qomain. mor aI, an census data, the necessary infor-

(2) Multiple obse~vations allow a more h' " 
7ffect, including maldmum and minim ,compr~ enSIve evaluation of the experimental 
nnplementation and, more generally th~haPp0Intsf thof Influence,. the amount of lag following 

, e 0 e response lIne of best fit. " 

Disadvantages 

(1) The effects of history c t b -
institution. anno e determined without a control group or comparable 

. (2) The nature of the experimental ff t b' . 
encIng repeated testing. This disadvan~ ec may e llffilted to those populations experi-
responding to r:eac?ve measurements and ~t~Ul~oUI~, of I course, be restr~~ted to ,subjects 
collected by an InstItution. no app y, generally, to the routine data 

b (3) The effects of testing may at times be a ractor, although 
ecome apparent before X occurs. such effects should 

, (4) The interaction of X with testin 
Inference regarding. the .influence of X. g and with selection may interfere with a clear 

(5) This design is vulnerable to man f th th " 
control groups however selected C . b 11 0 d e reats characteristics of designs without 
contr?ll~d design is not possible,' we ~m ~s ~~ II s~nl~~ (196~) point out, "Where a better 
the fIndIngs can be replicated in several setti~ 1 • on 1 ence In the results are enhanced if ngs. 

Data Analysis 

For further references, see Glass, Willson d 
(1969, p. 42); and Cook and Campbell (1979). an Gottman (1975); Campbell and Stcmley 

Program Example 

An intereElting example of a time ' d ' , . 
Ab~se Research Monograph No. 17 R~:~~es h eSlgn a~ears In ~e National Institute of Drug 
deSIgn to examine the effect of tel~vision rc . on Smo ng BehavIOr. A researcher used the 
A ,~rama:tic discontinuity in per capita in~~es~ldn~ ad~ 03 ~er capita intake of cigarettes. 
?ntismoking ads were shown. This drow . as o~n urIng the three years when the 
Intake that occurred both during the P, as well

b 
be}!ond the normal variation in per capita 

ads. The discontinuity is so clear that ~~ti.Ytie!irs efore and after the three year period of 
. , s cs ar,e not eVeh needed to evaluate it. 

'. The research monograph 'report is' . tth . . 
basic requ~rem,ents for the time series d~~i n e prImary source, but, 0!le can assume that the 
ot PIer, capIta Intake of cigarettes is proba@y ~~v~n~~~ m,et. . SpecifIcally, the measurement 
tine y In a periodic manner whether or not an anti- ki uSIve m~asu~e th?t is collected rou-

" smo ng campaIgn IS beIng waged. 
The main disadvantage of this desi . th 1 k .) , 

to kno~ whether or not there was anoihe~s ca: ac f o~ a cdontro~ g.t;0up. It i~ not possible 
There IS no way toknowin for in t se 0 e rop In Intake beSIdes the ads 
decreased during that periJIci due toSaanrceec' w;hether, orf1 m,:>t the purchase of all "luxury" item~ 

eSSIOn or In (.ation. 
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DESIGN 8: THE NONEQUIVALENT CONTROL GROUP, PRETEST/POS'ITEST DESIGN 

.. TIME .. 
PRE POS'I 

~xperimental Group ., 

°1 X 0 2 
G •••••••••••• ~ •••••••••••••••••••••••••••• ••••••••••••••••••••••• ~G ••••••••••••••••••••••••••••• •••••• 

~ontrol Group °a C °4 

Purpose 

To assess the impact of treatment X on the experimental group when compared with a 
control group. 

It is crucial to realize that the E and C groups are not formed by random assignment 
from some defined population. Nonrandom assignment is indicated by the dotted line between 
the two groups, following the notation used by Campbell and Stanley (1969) and subse­
quently by Fit~,-Gibbon and Morris (1978). 

\::> 

Ideal Conditions 

This design may generate useful information when it is not possible to form E and C 
groups by random assignment. It is very important to select a control group which is very 
similar to the E group, particularly on characteristics known or thought to be related to the 
outcome or dependent variable. In other words i every effort should be made to maximize 
the equivalence of groups E and C, since the internal and external validity of the evaluation 
depends to a large extent on the assumption of equivalence. 

Advantages 

(1) A comparison of E and C groups provides information on their equivalence, but 
only on the pretest variable, however. 

(2) This design has distinct ~dvcmtages over the one-group, pretest/posttest design, 
in that it provides at least some basis for comparing pre/post change. 

(3) By releasing the dernands for randomization it may be possible to carry out this 
design in research contexts which would not accept randomization of subjects. Assuming 
that someWhat qualified information is better than none, successful completion of this design 
may yield valid enough results to facilitate decision making. 

(4) Evaluation research should not be judged solely in terms of results. The proce­
dures involved in the, completion of thif~: ,'type of study will frequently identify important 
characteristics of treatment or educational processes that will serve as a basis for program 
improvement. 

(5) If the E and C groups are similar on characteristics theoretically linked to the 
outcome variable anq on pretest scores, it may be assumed that the design controls for the 
mCiin effects of history,' testing, and maturation. See Campbell and Stanley (1969, 
pp. 47-50) and Cook and Campbell (1976) for a more detailed discussion of these issues. 

Disadvantages 

(1) E and C groups may not be equivalent on salient characteri~tics related to the 
" dependent variable even though they are similar on pretest scores. Thus , s(~lection may 

affect internal validity. 
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(2) Interaction effects of the E and C groups with maturation or testing are more 
likely to occur when the groups are not formed by random assignment. Such intervention 
effects, according to Campbell and Stanley (1969) could be mista.ken for the influence of X 
and therefore pose a threat to internal validity. 

(3) Selection of either group with extreme (high or low) scores on the pretest variable 
will lead to regression to the mean in that group and result in another possible threat to 
internal validity (Campbell and Erlebacker 1975). 

Data Analysis 

Analysis of covariance is the preferred analysis for this design, although there are 
many pitfalls in make causal inferences (as thoroughly reviewed by Charles S. Reichardt in 
Cook and Campbell (1979) chapter 4; pp. 147-205). Chapter 9 of Cohen and Cohen (1975), 
which presents analysis of covariance in a multiple regression format, could be appropriately 
applied to data of this design. 

Program Example 

Visco and Finotti (1974) used this experimental design when they were asked to eval­
uate a New York City School's drug abuse prevention program for high risk students which 
had been in operation for two years. Thus, they could not ask for random assignment of 
subjects to experimental and control grDups. 

Instead, school personnel looked at each program student's premeasures (absences, 
grades, drug related referrals, other antisocial behavior) and went through the school 
records to find another similar student who had not been in the program. The new student 
became the nonequivalent matched pair of the program student. Each program participant 
was thus paired with a "control" subject. 

Visco and Finotti used t-tests for matched pairs to learn whether or not the program 
students' grades, absences, drug related referrals, and other antisocial behavior were differ­
ent at the end of the first and second program years than those of their matched pairs. 
They concluded that the prevention program had a positive effect because most of these 
comparisons were statistically significant, with the program groups showing the most positive 
postmeasures. 

These results cannot be accepted without qualification, though, because of the weak- , 
nesses in this experimental design. Close examination of the pretest data shows that the 
experimental and control groups were probably not equivalent before the program began, 
despite their painstaking matching procedure (Bry 1978). The control students had more 
absences, lower grades, c;md fewer drug and antisocial referrals than did the prevention 
program students. More control group subjects than experimental subjects dropped out of 
school before the study was over; thus, it looks like the experimental and control groups 
were from two different populations. Consequently, these population differences could have 
accounted for the differences between the groups on the posttests. 

DESIGN 9: THE TIME-SERIES DESIGN WITH A NONEQUIVALENT CONTROL GROUP 

• TIME .. 
T1 T2 T3 T4 T5 T6 T7 T8 

IExperimental Group 0 0 0 0 X 0 0 0 a 
........................•............ ..... ~ .......... ~ ...........•.....•.......................... ~ .....•....... 
Control Group 0 

, 
0 0 0 C 0 0 0 0 

" 
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Purpose 

vals ~~io~ei~r~~J f~~fo:i~~C~~f i~~fi~:ta~o~n or~, EaiJO~he:~~~;~:e~v~ha~ r;g~~~~i~~l:~~ 
control group, C. 

Ideal Conditions 

When the effects of history and maturation are likely to in~uen~el group r~s'po~se i?h~ 
and the ef~e~ts ?f makinq a number of obhservtha~o~~s:~:a~o~:r a~~t~~b~~~fv:u~ ~outine .. 
latter condItion IS most likely to occur w en 

'This design" may be used in t.he stu~y of in~titutions w~:[J J:'ec~::i :e~~lt:ndal~~~~ 
',institutions are availabl~. Planned

f 
Phr:oPhectiv~.tystu~~~sPI:~o~~y policy legislative, ~r instifu-

ro\\tinely collected archIv~1 data 0 Ig qu~ 1 . ' ' 
tional change may be studIed to advantage With thIS deSIgn. 

Advantages 

. d' ., c rtainty as the 
(1) As Campbell a1'~d S~anle¥ (1969) poindt fout , thIS ~sIgnwi~In;e:~di~ control group 

number of sequential, pbservations Increases, an rom comparison 
observations. ' 

t ly assessed with the (2) The effects of history and maturati0I,l are moI'~ accura e, 
greater number of observations made prior to the lmplementation of X. ., 

," (3) Changes in the influence oi-'X can be estimated from the observation made at 
regular intervals following X. 

. ) I t tho desI'gn as "an excellent (4) Comment: Campbell and Stanley· (1963 eva ua ~ IS. " 
quasi -experimental design, perhaps the best of the more feaSIble desIgns. 

Disadvantages 

(1) Under certain experim~ptalconditio~s the collection of repeated' measuremen:s may 
introduce testing effects of conslQ~rabl~:::magmtude. 

, ~ // 

(2) Unless the C g~~up 'is ~efuny selected, ~n interaction °4h~e i; ~~~t ~il~e~~u~~ 
with testing may occur d:ue to dif~~rences between ose groups. 
occur under reactive (testing) condItions. 

(3) Under reactive conditions a testing-X interaction is possible. 

(4) This design is subject to validity threats characteristic of non~ndf:.at~~~~:~~ 
subjects. Careful and thoughtful selection of control groups or compara e 
emphasized. 

Data Analysis 

and Gottman (1975), Campbell and Stanley (1969), and Cook' and 
See Glass, Willson, 

Campbell (1979). 
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Program Example 

This design could. be used to examine some alternative explanations for the discontinuity 
of per capita cigarette intake in the previously cited time series study. One alternative 
explanation for the discontinuity is that some economic factor, such as world recession, may 
have accounted for the results. A comparison of the United States data (,wh~re the anti­
smoking ads were sanctioned and funded for just three years) with per capita cigarette 
intake data from a similar country where similar policy shifts did not oCjcur would shed light 
on the recession hypothesis. 

Another alternative explanation is that normal variation within a ten year period may 
account for the observed discontinuity. This hypothesis could be examined by comparing 
the 1963.;,1976 data, where the discontinuity occurred, with another thirteen year period of 
data, such as 1953-1966. The amouht of information that can be gained by using this des~gn 
depends on the investigator's ability to choose a nonequivalent control group which is similar 
to the experimental group, on dimensions which are .. most related to the hypothesized effects 
of the prevention program. 

QUALITATIVE STRATEGIES IN EVALUATION RESEARCH 

Now that we have dealt with designs that emphasize quantitative evaluation, it is as 
important to examine designs which use qualitative methods. Most often, such methodologies 
are used in the formulation of specific research questions which can then be further exam­
ined through quantitative methods. However, it is important to emphasize that the findings 
which have come out of qualitative studies in various fields have played a major role in 
policy development. 

Researchers usually start with an explicitly defined dependent or criterion variable and 
devote most of their effort to examining competing hypotheses and ordering explanatory. 
factors so as to most effectively account for variation in that variable. As indicated by' 
Bernstein (1976), however, the sequence is often reversed for progr~ evaluation: one 
begins with a fairly well defined independent variable--the program to' be evaluated--and 
proceeds with the task of comprehensively· describing its range of delivery, tracing its 
impact, and measuring its outcome in terms of often only vaguely defined sets of goals and 
objectives. 

This reversal suggests a place for qualitative methods in evaluative study, including 
various forms of observation, case history, and interviewing techniques. Such strategies 
are likely to prove useful for purposes of sensitizing evaluators to complexities of program 
success and failure, and for more traditional purposes of developing and implementing re­
search efforts (Twain 1975). They offer specific and oftentimes dramatic illustrations of the 
range of program impact, and concrete insights into why and to. what extent efforts exceed 
or fall short of meeting stated purposes. Information generated by such methods may serve 
to orient and redirect ongoing delivery efforts. Further, where attention is given to issues 
of reliability and validity, qualitative data can play a crucial role in developing effective 
instruments and perceptive analytical designs. There is, one might" argue, no substitute for 
working from a thorough understanding of "target" populations and programs designed to 
serve them. Qualitative strategies offer the best means for developing such an under­
standing. 

. This section provides .. a brief outline of qualitative methods likely to prove useful in 
evaluation studies, drawing from the relevant literature wh,ere such strategies have been 
successfully employed. Specific examples of applications in the general area of drug abuse 
and prevention programs are relatively rare, however, reflecting what amounts to a general·' 
mistrust of information generated by so··called "soft" methods, particularly where findings 
may be used for making decisions to either extend or terminate efforts. Given such pur;:" 
poses, evaluators tend to rely on information that easily lends itself to quantification and 
statistical summary, avoiding problems regarding the "impressionistic" or "subjective~nature 
of data generated by q:ualitative techniques. Unless one is willing to argue that nUmbers 
spef,ik for themselves I however, the utility of qualitative data remains an open issue for 
debate. Its use as an adjunct to information generated by standardized procedures and 
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interpretation of statistical results seems to offer a reasonable and easily defensible position 
(Gurel 1975). 

OBSERVATIONAL METHODS 

Observational methods fall into two general categories, depending upon the degree of 
researcher involvement in events or situations being studied. At one extreme are what 
might be referred to as "pure" observational strategies, aimed toward developing an "unob-
trusive" description of subject attitudes and behaviors. . 

At the other extreme are "participant" observation approache~, involvin~ .direct re­
searcher involvement in processes studied; aiming to mov~ be\,ond s]mp~e .descrIption. toward 
an indepth understanding of motivational factors and SItuatIOnal VarIatIOns affecting the 
behavior of subjects. 

Following Webb, et a1. (1966), "pure", observatior~ seeks ,to. eliminate "reactivity" 
associated with measurement procedures tYPIcally used m quantitative approaches. ~he 
strategy begins from a realization tha~ data colle~tion its.elf ha~ the. potential of altermg 
phenomena being studied and proceeds m terms of mformation unmtentIOnally generate~ as a 
byproduct of typical behavior. Among the types of measures developed from such mfor-
mation are: 

• Physical traces--including "erosion". and "a~cretion"indicator~. The 
forrt1er might involve selective depletion of lIterature mp.de avaI.lable, to 
enrollees as reflecting specific topics of interest. ~he latt~r ~Ight m­
volve an ongoing examination of seating patterns as revealing mforma­
tion about degree of participation, and so on. .. I, 

• Content measures--involving examination of, written records, printed 
materials pertaining to program goals and objectives, though produced 
without explicit knowledge of the study. 

• fCon~ealed measures--including general impressions of expressive move­
ments, verbal cues and phrases, clothing styles, and so forth. 

Examples of th~ use ,and development ~f ~uch ~ea~ures can be culled from a variety ~f 
studies inc1udingLmdesnuth's (1938) claSSIC mvestigatIOn of drug culture slang, Clausen,s 
(1957) description of drug use a.n.d adolescent personality ~pes ~nd, more recen~y, Agar s 

II (1975) analysis of linguistic materials collected .from her~m addIcts, An ?VerVleW of the 
\\,current status of pure observational measures and strategIes has been complIed by Sechrest 
~\1979) . 

1) 1 It is further possible to adapt "pure" observa:ti0nal str~~egies to a quasi-experimental 
J:ramework by introducing objects or confederates mto speCIfIC, event~ or ~~tuat;ions being 
~;tudied in such a way as to focus or direct attention, to tOPICS of unmedlate mterest or 
I~oncern. Ethnomethodologists have adapted such strategIes to the study of .gro~p norms and 
'mores by, for example, documenting reactions to. purposefully executed VIOlations of social 
expectations (Garfinkel 1967). 

The collections of such information may be enhanced by the use of ~~pe recorders, 
hidden cameras, one way mirrors, and the like, offering a permanent or ver~flable record of 
observations obtained and analyzed." Where incidence and prevalence are of mtel'est, check­
li'sts and tabulation sheets might be employed. 

The strength of' "pure" observational strategies, then, lies in their promis~ of w~ner­
ating "firsthand" information, free from distortions arising from th~ use of que~tionnalr~s or 
direct researcher intervention. Their weakness is largely a fJmctIOn of the kmds of SItua­
tions amenable to observation, typically limited to behavior in public places (~offman 1963 ~ . 
Other problems arise from the high time investment required for data collection and p~SSI­
bilities of systematic .. oversight. Multiple observers :may help overcome boredom and fa~lque 
factors affecting the reliability of observation informati?n, and also offer a means of aVOIdmg 
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:preconceptio;n~ involving single res7archers. Such an approach generally enhances the 
Internal validIty of "pure" observational data. The .information, however remains almost 
purely descriptive, providing little insight into motivational factors unde~lying behaviors 

··observed. " 

Par~cipant obseryation offers the ~est alternative to overcoming the limitations of "pure" 
observational data. LIke pure observation, the method is deliberately unstructured in design 
at first, bec~ming progressively more structured as the study proceeds. It assumes that the 
research7r ~ll adoJ?t so~e degree, of commi~ent to the perspective of those being studied. 
By sharmg m theIr dally experiences, dIfferent roles are available depending upon the 
degree of commitment (Gold 1969). 

The "complete participant" role refers to a situation where the researcher is wholly 
~once~l,ed in his purpos:;, acting as a fullfledged member of the group being studied. The 
par1;icIpa~t-as-observer role refers to a situation where the researcher makes his presence 

and, mtentions kno~ to group memb~rs and attempt;B to form a series of relationships with 
subjects who, basIcally, serve as Informants. The .. former approach is exemplified by 
Beck;er's (1964a) report on marijuana use and, more recently, by Agar's (1973) study of the 
her~m, subculture. The latter approach is exemplified by Ray's (1964) study of heroin 
addi~tio~ at:d.' , more recently, Hughes', et a1. (1971) investigation of buyer and dealer role­
playmg m IllICIt drug traffIc. A general assessment of the strengths and limitations of both 
app:r:o~ches as appli~d to drufl studies is provided~by Plant and Reeves (1976). A review of 
particIpant observation techmques in alcohol research is provided by Clark (1979) and 
Carvan's (1966) ethnography of a bar provides a classic example. ' 

Bot~ roles a~e subject to change as a study proceeds, identifying maturation as a key 
concern .I~ assessmg .the completeness and validity of findings. Subjects, for example, may 
prove WIllmg, t~ prOVide more accurate information as their relationship with the researcher 
develops. Slffillarly, the observer may become more aware of subtle behavioral patterns and 
cues as s/he becomes more ,familiar with the subjects. 

, D,ata based on the "complete participant" approach may also be biased in terms of limita-
tions Imposed on settings in which it is gathered, and categories of participants involved. 
Data coll~cted .by the, "parti~ipa!l~-as-observer" approach, in turn, may suffer from reactive 
eff~c~s, lI~cludmg socIal deSIrabIlIty factors and incomplete or misleading reporting. On the 
pOSItIve, sIde, both methods offer a comprehensive understanding of behavior of interest as 'it 
occurs, In natural settings, including insight into patterns and processes of group interaction. 
Such mform?tion is typically ignored in quantitative approaches to program evaluation, not 
becaus~ of Irrelevance, but rather, because it is so difficult to collect and parsimoniously 
summarize. 

CASE. HISTORY METHODS 

, Case history methods are closely linked to the participant-as-observer approach both 
In eff~ct, re~ying on the use of "informants" to provide relevant data covering a broad rang~ 
of tOPICS of mterest. Such similarities are evident in studies conducted by Preble and Casey 
(1969) and Hughes, et a1. (1971), each employing information provided by subjects regarding 
patterns of "drug-copping." The case history method, in pure form however emphasizes 
the personal experiences and definitions held by a single person group or ~rganization. 
The hallmark .of the m~thod lies in its ability to capture the deveiopment' (or unfolding) of 
~vents over time, ?ffermg data regarding the social history of occurrences as seen by those 
mvo.lved. As applIed to ,an, eval~ation of drug prevention, such information could serve as 
an ,Invaluable source of mSIght mto the range of program impact and the study of differ­
en tial effects. 

. Cas~ history materials include records and/or documents either previously in the posses-
SIon of mformants or, more typically, specially prepared at ilie request of the researcher. 
A relevant example of a combination pf both data sources can be found in Street and Loth 
(1953) . Information can be further categorized as follows: 
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• Primary--information based on the direct involvement of infy.fmants 
including personal letters, diaries, eyewitness reports, and so forth. 

• Secondary--information indirectly referring to the experiences of infor­
mants and other individuals or groups, and data sources such as actu­
arial and administrative records, program listings, attendance sheets, 
and a wide range 0# hearsay reports. 

Ideally, primary information should be cross-validated in terms of available secondary 
sources for purposes of establishing its temporal and factual assertions. . Information derived 
from both sources may be summarized and employed in the following forms: 

• Comple'te--involviilg a total summary of the informant's experiences. 

• Topical--emphasizing selected aspects or phases of the informant's 
experiences. 

• Edited--focusing on comments, impressions, opinions drawn from com­
plete or topical reports. 

Like information derived from participant observation, case history data are subject to 
maturation and reactivity effects, each '.in turn providing possible threats to internal v~lidity. 
Also, where secondary sources are used the researcher must be cautious of bias and mcom­
pleteness introduced by the simple fact that such records and reports were prepared f~r 
specific purposes other than those of the given study. Generally, the greater the confI­
dential nature of case history_ data, the higher their validity. More generally, however, the 
best role is not to place too much emphasis on any single document and always look for 
corroborative evidence when summarizing either primary or secondary reports. 

INTERVIEW METHODS 

Interview methods include administration of psychometric instruments to individuals and 
groups, surveys, telephone and personal interviews, ~ompletion ?f forms, orally administe~ed 
instruments and computer interviews. The latter IS a relatively new technology WhICh 
allows user ' paced branching interviews with online data collection and reduction. Applica­
tions of this technology to a variety of interview situations and topics may be found in 
Slack, et a1. (1976, 1966), Maultsby and Slack (1971), Gustafson, et a1. (1977), de Domal 
(1973), Bleich (1971), Fisher et a1. (1977), ~nd Klitzner ~ et a1. .(1979). A~though su~h 
applications are relatively new, they hold prOInlse for reducmg the bIases sometimes found m 
face to face interviews, where demand characteristics and social desirability can reduce t}1e 
reliability and validity of findings. \ 

Interviews are a commonly used strategy in evaluation research, providing a major 
proportion of information regarding the characteristics of program participants, their knowl­
edge attitudes and 'behaviors both before the program and afterward. Interviews may be 
classified by their degree of structure (or standardization), ranging from unstructured, to 
focused to structured (Merton and Kendall 1946). Each type is most appropriate for 
gatheri~g certain kinds of information and each is marked by its own peculiar advantages 
and disadvantages. 

Interviewing allows for flexibility iil data collection: Data can be collected from la:r:ge 
numbers of individuals in a single category (students m a school, a sample of commumty 
members or program participants) at one or more points in time (before, during, or after a 
program' is in effect). Compared to direct observation, intervieWing tends to be less costly 
and to yield information that is more amenable to quantitative analysis. Furthermore, the 
highly controlled nature of the collection process makes the data well suited for experimental 
methods of evaluation. 

The primary weakness of the interview lies with the difficulty in establishing its exter­
nal validity. The context of the interview might cause subjects to systematically and know­
ingly bias their responses. Problems that can arise include deliberate falsification to avoid 
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embarrassing or self-incriminating behavior, an' inability to accurately recall past behavior, 
inaccurate placement of the time period for which information is reqti~sted, and difficulty in 
making accurate counts of frequent behaviors, stIch as smoking or some forms of vandalism. 

The cost and feasibility of data collection by interview techniques are influenced by the 
availability of existing instruments. Well constructed and tested instruments have predeter­
mined reliability and validity parameters, often for settings that closely fit the context of the 
evaluation. Particular attention must be paid to the characteristics of the audience for whom 
such instruments are intended. Reliability and validity are functions of both the instrument 
and the subjects tested. In addition to such obvious issues as (age, sex, comprehension 
level, and so on, a major concern in the field of prevention is that indicators, measures, 
and the context cif data collection should be responsive to racial, ethnic, and cultural 
considerations. 

When existing instruments are not appropriate, the evaluator has the option of. 
developing one, although this is recommended bIlly as a last resort, given the expense, time, 
and cOlnplexity of the task. Chapter 8 examines the use of interviews in surveys, while 
chapter 9 discusses issues in instrument development. The following discussion distinguishes 
types of interviews ranging from qualitative (unstructured) to quantitative (structured), and 
the advantages of each approach. 

Unstructured. Approaching the level of everyday conversation, this type of interview 
emphasizes individual perspectives and experiences in much the same way as does the case 
history approach. There is no attempt to parallel any formal schedule of questions over 
subjects. It is best suited for exploratory study and might be used as a first step in 
developing more specific interviewing schedules. 

Focused. This method employs a standardized set of questions without any standard­
ized schedule. The researcher works from a list of topics or issues involving information 
required from each subject, but the phrasing and ordering of questions is redefined to best 
a~comodate each particular respondent. Like the unstructured approach, focused inter­
viewing ~lllows for spontaneity of response and enables' the researcher to probe a variety of' 
topical areas. The method is well suited for purposes of investigating issues of selective use 
and differential impact, and seems particularly appropriate for developing and reformulating 
survey instruments. 

Structured. These interviews are based on a stan9ardized schedule where the wording 
and prdering of questions is identical for each respondent. Differences in response, thus, 
can be attributed to differences between respondents rather than to differences in applying 
the item schedule. Results lend themselves to quantification and statistical summary, similar " 
to results from written surveys. The approach is best suited for gathering background 
information on "target" groups and for purposes of testing hypotheses. 

Substantively relevant examples of interview approaches to the study of drug use and 
abuse are provided by Becker's (1964b) investigation of marijuana subculture, Ray's (1964) 
examination of abstinence and relapse among heroin addicts, and Winick's (1964) descriptions 
of physician narcotic addicts. The first employs a combination of unstructured and focused 
approaches while the latter two use standardi~ed interview techniques. 

Like information derived from participant observation and case history approaches, 
interview data are subject to effects of maturation and reactivity. Rapport is the common 
term used to describe the degree of validity in responses, necessitating some sort of demon­
stration that a combination of threats to internal validity have been removed, including the 
following: 

(1) The 'degree to which respondent "resistance" and "desirability" factors have been 
overcome. Tendencies to withhold or report misleading information are likely higher in 
evaluation studies where respondents know that findings may be used to terminate program 
efforts. Also, there is often a "right I " or "most desirable" answer to questions adressed to 
subjects ill evaluative studies, that is, indicating that the program is meeting or exceeding 
its stated goals and objectives. 
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(2) The degree to which issues of interview. bias ha:ve been c?ntrolled,. allowing ~or 
truthful and spontaneous subject response. Pa~ticul?rly I~ ~valua!i0ns of di~ect serVice 

ro rams including drug treatment and prevention, mterVIeWIng taKes ~lace I~ the same 
~oci~l setting in which the respondent receives service. Where the interViewer IS a m~mber 
of the program staff or is viewed as having a 'Vested interest in evaluative outcomes, Issues 
of truthful response are particularly salient. 

(3) The degree to which interviewers have managed to penetrate subcultural .meani~gs 
and language differences. Respondents are likely to be different from resear~hers .m a Wide 
variety of characteristics related to social distan~e. . To ~e ex~ent that such differen~es 
affect their willingness or ability to articulate theIr Views, mterVIe~ results are less valId. 
Specifically, threats to internal validity include patterns of acqUlesc~nce-defference and 
com lexity of language used as related to class, age, sex, and ethmc factors. Effor:ts 
sho~ld be made to obtain a match between interviewers and respondents on relevant SOCIal 
characteristics. 

ANECDOTAL DATA . 

The introduction to part III recmnmend,s that c?mprehens~ve eva1uations ~a~ ~e dev~l­
o ed b combining methods from both the nypothetico-deducti:ve a~d the ~ohs~c-mductive 
~radi ~s. A major distinction often made be:twe~n these paradIqIlls IS the dIalectical form of 

{he de1ate surrounding quantitative and qualItative meth~ds. (ReI~ha~dt and ~ook 1979), all:d 
the claim that the former is somehow better because It IS obJective, whIle the latter IS 
subjective. 

EVen when cost or other considerations limit the extent to which forma~ qualitativd methods. can be used in an evaluation, information obtained from ?bservations of ~n 
comments by program personnel clients and others can often shed hght on quantitati'~e 
findings This information is m~st frequ'ently used in the form of anecdot~s. Eth!lographic 
studies ~ften use anecdotal data to illustrate. f~ndings arising from. the fIeld s~ting .. tyF?r 
example l(gar (1973) used quotes from two "Jailhouse" poems to pomt out the span. m 
self-image among addicts. The first, entitled "King Heroin," uses Standard Amencan 
English, with no addict argot, for example: 

I've captured men's wills, destroyed their minds. 
Caused men to commit brutal crimes. 
Now I can made a mere schoolboy forget his books. 
Make a world famous beauty neglect her looks; 
Made a good husband forsake his wife. 

The addict is presented in this poem as a social failur~, caught by his overwhelming 
need for heroin. 

In the poem "Honky Tonk Bud,n a very ~ifferent and more. positive picture of the 
addict emerges. The addict argot (~irca 1960) IS used so extensIvely that, to those not 
familiar with it, the poem becomes incomprehensible, for example: 

-He was choked up tight with a white-on-white, had a cocoa front 
that was down. . 

Sported a hand-painted tie that hung down to hIS fly, and he had 
on a gold dust crown. 

This anecdotal material enriches Agar's discussion of th.e two self-~ages. of the addict 
based on different social category identifications, and his fur~er dlSC~SSI~~, based on 
symbolic interactionism, of differing self-images in response to dIfferent sIgmflcant others. 

Anecdotal data need not be used only to highlight ethnographic research. '. They can be 
used in conjunction with quantitativ~ analysis as well to: 
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develop questions I 
reinforce and support conclusions 
enhance and illuminate findings 
clarify contradictions 
add richness or body to findings 

, • 
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The use of anecdotal data cannot be justified unless it is anchored by careful analysis. 
Properly used, anecdotal data can become a solution to the problem reflected in the old 
saying, "Too many research studies use statistics in much the same way as a drunk uses a 
lamp post--for support rather than illumination." In fa(~t, within the field of statistics, 
there is a growing recognition of this problem, leading to an increasing use of exploratory 
data analysis, the'major proponent of this move being John 'Tukey (1977), who could reason­
ably be called the i'ethnographer of data analysis." 

" Let us look at two examples in the field of prevention. '. It is generally recognized that 
information regarding the harmful effects of various substal\\CeS, in the absence of other 
prevention activities, is not sufficient to change the attitudes ,or behavior of current users. 
In this light, consider the following anecdote, as told by an ethnographer: 

I was waiting to see the principal of a grammer sc~ool in a typical New York 
ghetto neighborhood, watching the clerks and secretaries g(Jing about their work, when 
a ten year old boy came in and started to look in the a~,htrays for usable cigarette 
butts. The workers paid him no mind, but a passing tea,cher, seeing what he was 
doing., stopped to give him a kindly lecture on the harm Of ci'\'Jarette smoking. The boy 
seemed to be attentive, so the teacher expounded at length, finally ending with "Now, 
do you have any questions?" 

"Yeah," said the boy, "You got a match?" (Preble 1S80) 

This anecdote provides a concrete example of the inadvisability of providing information 
only, and expecting it to modify behavior. "i 

\' 

Another example involves the presentation of information regar(,~.ing the outcomes of a 
particular prevention program to a legislative body which had the resp;\7nsibility to determine 
the allocation of funds to various prevention activities. Quantitative firi~ings were presented 
which showed that program participants improved somewhat on measurl~s of self-esteem and 
school grades., while dropouts, disciplinary actions, and reported drug u~e declined. .J\ 

"\ 

·As part of the presentation of findings to the legislative body, seve~~al program partici­
pants testified, relating their own( personal experiences in the program. \It was the percep­
tion of those prevention and ev~luation personnel involved in the pre~~entation that the 
testimony from the involved youths, which supported and enhanced the quailtitative findings, 
was the major factor in the legislative determination to not only support, but indeed to 
expand the program (Kaufman 1980). 

As these examples show, anecdotes can be considered data in the same way as statis­
tics, in that they become a foundation for conveying information to the audience. It can be 
argued that anecdotes are essentially rhetorical devices, used to persuade the reader to a 
particular belief. However, we often forget that statistical findings are used in much the 
same way in evaluation reports--to support an argument or position with the intent of per­
suading the reader to accept and adopt the stance of the writer regarding the issue at 
hand. ' 

Tukey (1977) argues that the data analyst approaches data in essentially three ways: 
(1) as a detective, to explore the field and find within it relevant information I (2) as a 
lawyer, who develops arguments based on findings, and (3) as a judge / who makes decisions 
based on the information at hand. Anecdotal information has a place in all three categories. 
At the very least, the properly chosen anecdote can be viewed as a reexpression of quanti­
tative findings. 
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METHODOLOGICAL ISSUES 

It is, perhaps, misleading to treat observation I case history, and interviewing as 
separate and distinct methods of information gathering. Qualitative' strategies are almost 
always used in combination, specific techniques either emphasized or deemphasized depending 
upon the stage of inquiry, differing groups I contexts, and/or topics being analyzed (Foster 
1974). Each of the drug studies cited, in ~act, relies on a ~ombina~on of, tJ:1ese ,meth~ds, 
with consistent understanding bf relevant attItudes and behavIOr. ThIS holIstic onentation, 
in turn, is the hallmark of ethnographic study (Weppner 1977) and is generally seen as ~he 
single most important contribution that the application of qualitative methods to evaluation 
research can make (Landy 1977; Logan and Hunt 1978). 

Combining methods is a basic way of dealing with problems of internal invalidity in 
qualitative data, offering a defense ,against critic~sms, regarding the "subjectiye" ,or "impres­
sionistic ll nature of such information. GeneralIzations based on a combmatIOn of data 
sources, tapped by different methods, can ,be presented in terms of attaining a higher 
degree of validity than findings based on r.eliance on any single method., Defender~ ,Of 
qualitative strategies, in fact, may argue that their infor:mation has m?re mt~rnal val~dI~ 
checks than information generated by surveyor experImental techmques. m that It IS 
developed through ongoing inducti,ve "testing against social-psychological "rea~ities" (Glaser 
1965) . The overall idea is that one plays off each data source and method agamst all othe~s 
in order to maximize the scope and sensitivity of information and hypotheses developed m 
field efforts. . 

Without careful attention to threats to external validity common to all qualitative 
methods however combinations of strategies will simply result in a multiplication of error. 
If, as s~ggested by ethnographers Q3asham ,,:nd Degroot, 1977)" qualitativ~ s~udies, of ~~ug­
related behavior may eventually prOVIde a solId comparatIve baSIS for a prIOrl exammatIOn of 
possible program alternatives, issues of external validity assume an immediate and ~ru~ial 
importance. Shared sources of invalidity arise from the, v~ry strength of ~uall~ative 
methods--their indepth focus on fewer cases in hopes of attammg extremely detailed mfor­
mation. Let us look briefly at several of these sources of error. 

Sampling Considerations 

For purposes of establishing external validity, the researcher: must demonstrat~ that 
cases studied and reported are representative of eIther the general "target" populatIOn or 
some specific subgroup to which slhe wishes to generalize. This includes Go~e sort of 
demonstration that temporal and situational factors have been adequately conSIdered and 
treated. 

Theoretical sampling provides I perhaps, the best criterion for establishing ext~rnal 
validity. In formulating generalizations the researcher may rely on "crucial n cases, time, 
and situational contexts, whereby supportive and contradict~ry ~x~mp~es are ~hosen for 
intensive analysis in an explicitly structured effort to defme lIml~atiOnS of mfor:~atIOn 
gathered. Diversity is the key consideration, how~v~r! and studIes n;tay be, crltically 
reviewed in terms of the range of efforts made to mmimize effects assOCIated WIth group 
selection, temporal, and situational circumstances upon which generalizations are based. 

Where generalization was not of immediate interest in the study reported, that is" in 
cases where research was limited to goals of developing ongoing p1o~itoring systems or f~~e 
tuning suryey instruments rather, than for~lUlating general deSCrlptlOns, :'oddba~l" samplIng 
may be legItimately employed. ThIS emphaSIzes groups c;>r ~ontexts of partIcular, mterest ~nd 
should be so reported. While results may complemen~ fm~I~gs, bas~d on thec;>ret~cal, samplmg 
procedures, reviewers must remain aware of substantIve hmitatlOns mvolved m fmdmgs ,,:nd, 
in turn, of possible differences in attempting to weigh suggested program alternatives 
derived from such studies. 
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Subject Mortality 

Since qualitative strategies are based on small samples to begin with, any loss of sub­
jects is' likely to prove particularly troublesome. Such losses are especially likely to occur 
in prevention programs where subjects who have received either the most or the least help 
may selectively "drop out." There is, of course, no simple way of correcting for "selection­
residualization" effects" but qualitative strategie~ may offer insight into the kinds of subjects 
who stay or leave, as well as identifying such processes whe~ they first begin. While 
always remaining a major threat to external validity and substantive generalizations based on 
such studies, insights provided by qualitative strategies should prove important in assessing 
the seriousness of mortality effects. 

Comparing Studies 

The high time investment required for generating qualitative information is a problem 
common, to observation, case history, and interviewing techniques and is perhaps a major 
reason why such methods are so infrequently employed in evaluation studies. This in turn 
suggests that studies using such methods may be quite different from those where no such 
efforts were employed, either in their overall purpose, their structure and organization, or 
some combination of all three aspects. Generalization~ provided and comparative implications 
drawn across studies are invalid where such differences are left unexaniined. Again, how­
ever, there is no simple solution for taking such differences into account unless, of course, 
study summaries explicitly outline issues of purpose, structure,. and organization. , Where 
time is an issue in eliminating the use of qualitative methods in a study perhaps the only 
alternative is to specify theoretical samples in advance and outline quasi-experimental inter­
ventions that may increase the overall time-to-information gained ratio. A priori specifica­
tions, of course, require that problems for study be fairly well defined in advance of ini­
tiating evaluative efforts, hopefully a relatively common case where such research is con­
ducted under stringent time limitations. 

Where explicit attention is given to issues of internal and external validity, then, 
qualitative methods can provide a unique and useful set of information that both supplements 
and compensates for data derived from the application of quantitative procedures. Rather 
than restricting study to a deductive process of theory formulation and rejection, so-called 
"soft" strategies provide an ongoing source of information which, in turn, enables progres­
sive formulation and refinement of measures, concepts, models, and theories comprehensively 
documenting the range of program impact and processes through which efforts either meet or 
fall short of attaining stated goals and objectives. In a general sense the inclusion of such 
strategies offers our best guarantee of forcing a clear and careful consideration of all the 
complexities involved in program organization, delivery, and effect. 
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CHAPTER 8: METHODS FOR THE STUDY OF IMPACT 

Evaluation research is usually concerned with the effects of a program on a particular 
population such as high school students, clients of a prevention program, or members of a 
trade union. However, it seems reasonable to assume that certain programs will have, in 
addition, considerable influence on associates of the target population. For example, parents 
of the high school students, fdIllily members of clients, and spouses of union members may 
be affected by changes in memberl'i of the respective target populations. In this chapter, 
the generalized effect, or the effect on and beyofi'd the program popUlation will be referred 
to as impact. The purpose of this chapter is to present several types of epidemiological and 
social science methodologies for estimating the impact of a program on a community. It is 
understood that the evaluation research designs previously presented in chapter 7 and the 
statistical principles formulated in chapter 9 can be applied to estimate the impact of pro­
grams on subjects beyond program participants. The essential feature of impact evaluation 
is the eSffiblishment of a causal chain between the prevention programing and the improved 
quality of health within the community. 

As with outcome evaluation, the strongest evidence for impact is generated from experi­
mental studies in which treatment and control groups are established, preferably through 
random procedures. However, study constraints may limit the application of experimental or 
quasi -experimental designs. To augment these paradigms, several observational method-
010gies from the science of epidemiology are appropriate for impact evaluation. These include 
the retrospective study, the prospective study, and the historical prospective study. 
Figure 7 summarizes the three study designs. 

( ., 
Under the retrospective study design, individuals presently considered as drug or 

alcohol abusers are compared with groups of individuals without the problem to determine 
their differences in past exposure or early indication of risk states associated with alcohol or 
drug abuse. Prospective studies identify groups of individuals who do not evidence drug or 
alcohol abuse as a problem to determine if there are differences in the rate of future occur­
rences of the problem. Finally the historical prospective stud,¥ assesses the emergence of 
drug/alcohol problems within a group of individuals previously Identified as at risk to drug 
or alcohol abuse. 

In addition to these epidemiologic methodogies, this chapter will present three ·other 
techniques relevant to impact evaluation: two stage panel studies, social area analysis and 
cost benefit! cost effectiveness analysis. 

The two stage panel study described later in this chapter provides a number of possi­
bilities for studying program impact. The sampling of households with parents and high 
school age children as subjects would provide baseline values. With students randomly 
assigned to two kinds of drug or alcohol education programs, the parents may serve, as a 
potential impact population. The first-stage interview can also be used to assess the dt\ug 
or alcohol education needs of both parents and children by estimating current levels of 
knowledge, attitude, and use. Information derived from the needs assessment may ble used 
to advantage in determining the content of the two drug or alcohol education programs. 
Stage two interviews would assess change in knowledge and attitude in both parents and 
children. Measures of relationship between parents and children can be used to predict 
acquisition of knowledge and change in attitude by parents. 
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Social area analysis, discussed in the section following panel studies, exploits the use 
of information in the public domain, such as census data, vital statistics, and social service 
data, to describe the socioenvirorunental context of populations. Characteristics of the social 
context of populations vary greatly over, for example, census tracts of large cities, and 
provide a powerful basis for predicting variation in the use of services. Patterns of change 
in dense populations create stressful conditions and, under certain circumstances, rapid 
increases in rates of drug use. The influence of the environment in shaping attitudes and 
behavior is gaining increased attention as we learn more about the limits of predicting impor­
tant behaviors from a knowledge of iindividual characteristics. Social characteristics serve as 
powerful mediating variables and influence the impact of programs beyond the target popula­
tion. Variation in small areas also has implications for program design in that populations of 
different cultural, ethnic, and social class backgrounds have different needs. 

Finally, cost benefit and cost effectiveness analysis have relevance for impact evalua­
tion. The procedures are based on the theory that one cannot make a judgement about 
either costs or benefits of any program without relating them to each other. 

Cost benefit/cost effectiveness analyses can provide valuable information to prevention 
program administrators and policy makers in a variety of ways, such as: 

(1) To account for use of public funds. Local, State, and Federal governments are 
primary sources of funds for prevention activities. Government officials and the 
public require information on how funds are e.xpended for prevention. 

(2) To compare the cost of alternate prevention services. Cost analysis can be used 
to c9mpare alternate methods for providing prevention services. With cost data on 
alternate services, the analysis seeks to identify the least costly program alterna~ 
tive that can accomplish the desired objective. 

(3) To identify the efficiency of the operation. Cost analysis can shed light on the_ 
questions of the efficient use of resources and the optimum size of an operation,­
given community needs. 

(4) To allocate or reallocate resources. The information of costs· and benefits of a 
program can help prevention program administrators to modify or improve the 
process of the program and reallocate resources among alternative programs. 

We turn now to a description of these methods and their applications, 

EPIDEMIOLOGIC STUDmS 

RETROSPECTIVE (CASE CONTROL) STUDY 

When . it is desired to explore causal factors in the occurrence of a social problem, a 
retrospective or case control study often forms the initial approach. ;Case control studies 
are relatively inexpensive and quick to carry out, and they permit one to explore multiple 
potential antecedents. In addition, they are specifically suitable for investigating etiologic 
factors in complex or unusual problem areas. 

Several points about retrospective studies should be mentioned, 

First, cases should consist of a random sample of newly identified drug and alcohol 
abusers during a specified time period. In this way, even though, the study design is 
retrospective, the sample represents incident rather than prevalent cases and avoids bias 
toward overrepresentation of cases of long duration that results from the use of prevalence 
data. Second, the control group should be selected to closely resemble the cases, except, 
of course, for the presence of drug or alcohol abuse. To achieve an appropriate control 
group it is necessary to duplicate relevant selection factors that influence the composition of 
the case group. (For example, 'select controls from the same hospital or neighborhood as the 
cases. ) And t.~ird, in virtually .every stu4y there are factors or confounding variables that 
might distort the relationship between drug and alcohol abuse and their risk states. A 
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confounding v?riable may be defined as a parameter of the system that causes chan e in the 
dependent varIabl~ and that varies systematically with the hypothesized causal varia6te under 
study. C~nfoundmg may be handled through matching or statistical analysis Age sex 
race, ethnic group, and sociometric status are frequently used as matching' variables t~ 
cre~te closely balanced case aild control groups. In some circumstances confoundin 
varIa~les .are not ~e~tralized by matching but are allowed to vary. The ;esultin con~ 
foundI~g IS ~en elIminated through statistical analysis, as in age adjustment or cov~riance 
~nalYSIS . Whichev~r the. approach, it is necessary to consider the existence of confounding 
actors and determine theIr presence or absence in the members of the study group. 

PROSPECTIVE (COHORT) STUDY 

In c~ntr:a~t to the retrospective approach, prospective or cohort studies start with a 
group of IndIVld,!als (a cohort> who: (1) are free of drug or alcohol abuse and (2) vary in 
exposur:e to a gIVen se~ of rIsk sta~es ?elieved to be associated with this problem. The 
cohort IS followed over time ~o determIne if there are differences in the rate at which a dru 
~~at~l~~hol problem develops In relation to the intensity, duration, or magnitude of the ris~ 

Cohort studies provide a muc~ stronger. study design than the retrospective study. 
They are, of course, much more time consuming and expensive to carry out because the 
number of people ~ho must be enrolled is .inevitably much greater, given that the problem is 
~xpected to occur In only ~ small proportIOn of the sample. They do however, have several 
~portant advantage~. It IS. generally agreed that cohort studies' are less subject to bias 

an. ~re retrospective studIes. In part, this is because individuals in the cohort are 
claSSIfIed as, to exposure before the drug or alcohol problem develops whereas in case 
control studIes t~e level of risk ,is ascer:tained af~er the development ~f drug or alcohol 
abude. Furt~er, In most prospectIve studIes there IS no need to select controls because the htu y group mcludes ?oth !it risk and no~ at risk individuals. Even When the, whole group 

as some degree of rIsk, It may be pOSSIble to stratify the cohort by degree of risk and 
comp,are rate~ of. drug and alcohol abuse for the subgroups. Sometimes this may not be 
possIbl~ and I~ ~ll then be n~cessary to designate a comparison group or to select available 
populatIon statistics for comparIson. 

, ~dditional advantages of cohort studies are (1) that they provide validation of the 
drIterIa used for determining risk, (2) that they permit calculation of the incidence rates of 

rUQ and alcohol abuse. among at risk persons, and (3) that they permit the detection of 
multIple outcom~s. relatea to patterns of risk states. For example, prospective studies to 
t~st the asso~Iation betwe~n cigarettes and lung cancer uncovered additional effects of 
cdigarhette smoking, such ,as Increased risk of death from other types of cancer and increased 

eat rates from heart dIsease. 

S>f course I cohort studies pose problems in addition to the time and expense involved in 
car~yIng ,them out. During the period of time spanned by the study I a certain number of 
subjects IS ,usually lost to follow~p and, even more serious I losses may be differentially 
relate~ to rI~k status. Further I ,improved ~ethods of identification of drug/alcohol abuse 
a!ld dIagnostIC, method~ may complIcate the mterpretation of results. Despite these limita­
tlOns, prospectlve studIes can yield important impact information. 

HISTORICAL PROSPECTIVE STUDY 

Pro~pec~iv~ studi,es are not restricted to data collection over some forward span of time 
~n occa:non It IS pOSSIble to do a cohort study that takes advantage of the fact that relevant 
Information was recorded for a defined group at some time in the past. This variation of the 
co~ort study has, b~en referred to as the historical prospective study, or nonconcurrent 
~o, ?r~ study, to indIcate that the observations on the study group were made prior to the 
inItiatIOn of th~ stu~y. An ,exam~le of a nonconcurrent. cohort study is one (Court-Brown 
and Doll 1965) m WhICh the mvestigators traced the deaths that had occurred between 1934 
an? 1954 a~ong s~me 13,000 patients treated with radiation for rheumatoid arthritis of the 
spme. By mspectlOn of current medical records, the researchers found that this group had 
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a substantially higher death rate from aplastic anemia and leukemia than that of general 
population. In this way, a historical prospective study can utilize both past and current 
data sources to assess causal relationships between risk status and the appearance of drug 
or alcohol abuse. 

PANEL STUDIES 

The design strategy and the analytical techniques of panel studies were initially 
developed in the late 1930's by Lazarsfeld (1948) in order to study change in the attitudes 
and behavior of individuals. In a panel study the ~ individuals are interviewed at 
different points in time. This type of longitudinal approach differs from more often con­
ducted trend. studies in which different samples of individuals are studied cross-sectionally 
at various points in time. A trend study makes it possible to ascertain what pra~ortion of 
individuals are engaged in certain types of behavior, for example, the use of varIO,;!s ~~od 
altering substances at different points in time. Because in a panel study the same mdIYld­
uals are reinterviewed over time, it is possible to specify both the numbet; and the unique 
characteristics of individuals that have changed. Thus, in impact E'.,yaluatIOu of prevention 
programs, a panel study makes it possible to additionally' determine what types, of i!ldividuals 
are most likely to change in their use of such substances and under what SItuatIons these 
changes are most likely to occur. This methodology provides a specific framework and 
process to provide data concerning the following three characteristics: 

• Dirl~ction and mode of changes in individuals. For example t how impor­
tant is peer group influence in the use of marijuana; or, what impa~t 
does marijuana decriminalization legislation have on the use of mari­
juana pnd other drugs. 

• Deterrrunation of relationshi s between earlier life s les and later 
behavimns. Here, for example, one may e interested in e re ation­
ship between child abuse or lack of significant others in childhood to 
experimentation with and use of opiates or I what socioeconomic and 
personality variables might explain the extent of marijuana use after 
decriminalization legislation. 

• Assessment. of differential changes in groups which have been exposed 
to different'intervention strategies or policy decisions. For example I 
the effectiveness of individual, group I and community level approaches 
in the prevention of opiate users may be compared; or I the impact of 
marijuana decriminalization on use of marijuana among youth in one 
State can be compared to similar you"t.'lS in a nondecriminalized State. 

Though systematic longitudinal panel studies are infrequent in drug use investigatiDl;s, 
the few that do exist point out the significance and potential of this strategy. A prune 
example is the nationwide study by Johnston (1973, 1974) of some 2,200 tenth-grade male 
high school students who were initially studied i~, 1966 and subsequently reintervie~e~ a 
number of times. This sample was randomly stratifIed to reprec;;ent all young men beginning 
high school in the cond.nental U. S. in the fall of 1966. By 1970 a third reinterview had 
been conducted of 73 percent of the original sample. This panel type study, due to its 
prospective dimension, m~kes it possible to determine directly rates of drug, use and to 
explicate risk or causal f:actors associated with the development and changes In drug use. 
Indeed a number of findings from this panel study question cross-sectional and other ty1;>es 
of dat~ collected in studies that simplistically attribute low grades I crime, juvenile delIn­
quency, and social isolation to drug use in young persons, 

A basic requirement in organizing and implementing a panel study is maintaining contact 
with and relocating respondents for subsequent reinterviewing. Methodological problems 
related to this requirement are potentially considera~le i and it can involve a majo,r effort, ~nd 
expense to stay ~n touch with an adequate proportion o~ the st~dy group. Subject attr:I~on 
can be related to a number of social factors such as SOCIOeCOnomIC status, age I and mobIlIty. 
For example persons who move frequently due to work opportunities are more difficult to 
maintain in the followup phases l)f a panel study. Also, in drug use studies, patterns of 
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drug use in themselves may be related to subsequent study participation or non participation. 
FOI: ~~ample, drug u~ers m~y avoid ~r refuse interviews because of involvement in illegal 
actiVItIes or the perceIved stigma assocIated with drug use. 

These diffic~ltie~ in maintaining and relocating foUowup respondents for a panel study 
are not necessarily msurmountable. In a recent report (Clarridge, Sheehy, and Hauser 
1978) on a 17-year followup of, over 10,000 Wisconsin high school graduates, tracing proce­
dures located 97, percent of thIS group and 88 percent were ultimately interviewed by tele­
phone., ,In addItion, the followup group was found fully representative on key variables with 
the orIgmal pan~l group. ~h~authors attributed their followup success to extensiVe tele­
phone u,se, certam characteristics of the tracing operations, amounts of information available 
for tracmg (such as a prior postcard survey), and having had enough resources to do it. 
The last factor is of key significance as noted by the authors: 

A major factor in our success--the allocation of sufficient resources for 
the tracing operation--reflects the belief of the project directors in the 
importance of locating virtually every member of the sample. Too fre­
quently, a good deal of time and money are spent analyzing data from 
incomplete and biased samples (op. cit., p. 202). 

Sh"llilar su~cess has been reJ?orted in a Baltimore panel study of some 5,000 children who 
ha,d bee~ studIed a number of time~ over twelve years, with 88 percent of the original panel 
remterviewed and fully representative on key variables (Hardy 1971; Richardson, Hardy, 
and Dallas 1975). ThIS followup success was attributed to the continuous maintenance of a 
tracing operation that contacted the panel group every six months by Utilizing a number ~f 
direct and indirect strategies including telephone calls; return post~ge-guaranteed postcards 
and even household visits to obtain relocation information from relatives friends and 
neighbors. ' , 

Another difficulty cOI,1~ronting, p~l!el studies is related to testing effects; that is, 
repe?ted ~urve~s m?y senSItIze an mdIvidual and lead to responses indicative of reactions to 
the mtervlew SItuatIOn and n?t of change in attitude or behavior. For example, in studying 
patte~ns of drug use ov~r time, repeated measurement may lead individuals to become in­
creasmgly aware of ?nd Il!fluenced by aC,ceptable soci~l norms of drug behavior. This may 
lead to ~hanges of mtervlew responses m the socially acceptable direction without parallel 
changes In actual drug attitudes or behavior. This is more likely when the time interval 
bet~een panel interviews is short, say, several weeks, as compared to a year. Attempts to 
partIally control ~o~ ~uch testil!g effects in~lude (1) the use, whenever feasible, of questions 
and tests that mmImIz~ normatIve connotations, and (2) the use of multiple items measuring 
the, same phenomenon m order to, cross-check for an individual's consistency in responses. 
Estimates ~f testing effects can be obtained by adding to a panel study matched control 
groups whlch are measured on~y once. For example, in a two-wave panel study, one control 
group would be used for the fIrst w~ve and a second, but independent, control group would 
be ~s~d for the followup wave, ,Smce the two independent control groups would not be 
senSItIZed to measurements over tIme, comparison of these groups allows one to estimate the 
presence and magnitUde of testing effects for the panel's experimental and control groups. 

Meth~dologists in recent years have presented a number of new arid complex types of 
study desIgn~ and data analYSIS models. Though beyond the scope of this chapter, some of 
the~e strategIes, are noted and references provided for the reader wishing further infor­
mation. Labouvle (1976) advocates two extended cohort-type1 longitudinal research designs 
beyond the parameters of more simple panel type experimental and control group designs. 
One is a "cohort~s,equential", des~gn in ~hich a set of cohorts is studied at different age 
levels, thus provldmg a longltudmal series for each of several generations. The other is a 
"cross-sequential" design in which a fixed set of cohorts is studied at different times. An 
asset of these cohort panel studies is their sensitivity in describing age related types of 
change. 

Various data analysis strategies for panel studies have been cogently described by 
Duncan q969) a~d Goodman (1973), and the interested reader is urged to see these sources 
for speCIfIC detaIls. One analytic schema that has been used to ascertain causal priorities in 
panel study data utilizes cross-lagged correlations based upon the strategy that repeated 
measurement of the same two variables can provide information about the direction of any 
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causal relationships between them (Kenny 1973, Pelz and Andrews 1964). Figure 8 illus­
trates the framework for this analytic strategy wherein A and B represent two variables that 
have been measured at two points in time, 1 and 2, in a panel study. The analytical ques­
tion iswheL'1er A is a stronger cause of B than B is of A. To test this relationship the two 
cross-lagged correlations of A1-B2 and B1-A2 are compared within the framework of correla­
tions (synchronous) AI-B1 and A2-B2 and correlations (test-retest) A1-A2 and B1-B2. If A 
is the stronger cause, correlation A1-B2 would be greater than B1-A2.: 

Another recent analytical venture has been the work of Heise (1970). Heise presents a 
model for obtaining causal inferences from panel type data through the use of path analysis. 
Path analysis is a technique whereby an established or hypothesized model of behavior is 
translated into a series of equations describing the effect over time of one group of variables 
on another group of variables. Though the viability of this technique depends upon a 
theoretically sound model, path analysis within a given model framework does provide a 
formalized structure for analysis of the longitudinal data of panel studies. 

In general, panel studies have several distinct advantages that make them valuable as 
an impact methodology, Though panel studies usually require more effort, time, and expen­
diture than other study designs, they have the critical advantage of providing the oppor­
tunity to study change more precisely on the individual, contextual, and societal levels, 
since the same individuals are studied over time. In these ways panel studies can contribute 
to a more indepth and comprehensive understanding regarding drug or alcohol use, in terms 
of the direction and mode of individual change, relationsips between antecedent social and 
psychological/risk states and later behaviors, and the differential change in groups exposed 
to different intervention strategies or policy decisions. 

SURVEY METHODS 

The use of the survey as an impact evaluation technique provides' the opportunity for an 
examination of attitudes, beliefs, and practices of individuals or organizations which may not 
otherwise be derived through experimentally controlled settings. In evaluation research, the 
decision to use the survey is based on the assumption that this approach will provide infor­
mation on the extent to which programs have accomplished their objectives, and second, on 
the availability of resources, such as financial, personnel, and time. Once the decision has 
been made, however, the evaluator must adress a number of issues before carrying out the 
survey. Each of these issues is discussed below. 

CHOOSING THE POPULATION 

Impact evaluation seeks to measu;e the secondary effect of the program on the commu­
nity"::-defined as, a geographical or population area. The first step in identifying the appro­
priate population to be surveyed is directly associated with programatic aims. F~r examp~e, 
if a program is designed to serve senior high school students in a small town m the ffild­
west, it would not be appropriate to survey all households in that state to measure the 
impact of the program. However; the to~ in which the program is located or the local 
school system may be appropriate populatit::'.~l~ to survey. Thus, the evaluator should be 
cognizant of programatic aims in determining "which is the most meaningful community group 
to stuqy. Second, the evaluator should consider the size of the target commuI,1ity in order 
to determine whether or not the entire community or some subsample(s) of It should be 
surveyed. As mentioned in an earlier chapter, program impacts may affect the three compo­
nents of the societal social system: societal structure (individual, family I neighborhood, and 
community); institutions (school, hospital, police, courts, and other governmental institu­
tions); and economy (physical or monetary resources). Within this framework, different 
sampling designs may be used to select appropriate respresentatives of each of these compo­
nents. (A discussion of sampling techniques is included in chapter 9.) 

For example, surveys of drug and alcohol abuse agencies and practitioners may provide 
an important source of information relevant to evaluation needs. Such a survey would, at 
the very least, offer both an understanding of the number and types of requests for drug 
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or alcohol prevention services and the capacity of existing resources to respond to these 
requests. 

SURVEYING APPROACHES 

There are three major approaches to surveying. These are the mail questionnaire, the 
telephone interview, and the inperson or face to face interview. While either of the three, 
or in some cases, all of them may be used in anyone study design, each approach has 
associated with it a number of advantages and disadvantages. Once the evaluator has 
determined what the objectives of the evaluation will be, the size of the community, and the 
meaningful group to be surveyed, s/he can decide which survey approach will be most 
feasible in terms of cost and the quality of obtained information. (For a general discussion, 
see Babbie 1973, Sudrnan 1976, and Warwick and Lininger 1975). 

Mail Questionnaires 
\~) 

The mail questionnaire ,is most often used for very large samples where respondents are 
distributed over a large geographic area. The U. S. Bureau of the Census, for example, 
utilizes mail questionnaires for its decennial census, since the cost of surveying such a 
large,. geographically dispersed population (that is, all households in the U. S.) using any 
other technique would be prohibitive. Thus, the mail questionnaire has a major cost advan­
tag,e over other survey approaches in that it reduces the size of the research staff needed 
to carry it out. 

There are several major disadvantages, however" in using mail questionnaires. First, 
the overall response rates may be lower than desired and as a result, may not provide a 
large enough sample size. Second, results may be biased due to differential response rates 
among various subgroups in the population. In particular, it could be expected in attempt­
ing to obtain direct information on drug or alcohol use patterns, that current users might 
not have as high a response rate as nonusers. In fact, heavy users might be underrepre­
sented in the survey because they tend to be more transient, hence more difficult to reach 
by mail or, for that matter, all other survey techniques. Third, in any study design which 
uses pre and post surveys--and one would expect to use this type of design in doing impact 
evaluation--the results of mail questionnaires are more difficult to analyze due to biases that 
may arise from having different response rates for various subgroups of the population at 
the pre and posttesting times. . 

" 

Telephone Interviews 

The telephone interview is also often used with large, geographically dispersed samples. 
In addition, this survey approach can serve as a screening tool for identifying appropriate 
persons to be reinterviewed at a later date. Unlik.email questionnaires, interviews con­
ducted by telephone lend themselves to reinterviewing since all that is required is for the 
same number to be called. Another advantage of telephone interviewing is that an accurate 
record of the progress of the research can be provided daily. Specifically, since each 
respondent contact can be classified as being a "completed interview," a "refusal," or a "call 
back," the evaluation staff can more easily estimate numbers of additional interviews needed 
to reach a desired sample size. Because, telephone, interviews are often associated with 
commercial marketing techniques I (for example, promotional campaigns aimed at the consumer) 
the rat~s of refusals may be somewhat higher than anticipated. Likemail questionnaires, 
followup calls can be made to reduce the level of nonresponse. Another disadvantage of 
telephone interviewing is that it often requires that certain physical and organizational 
structures be available to the surveyors. For example, telephone interviewers usually 
require a self contained room and flexible hours to maximize contacts with designated seg­
ments of the population. 
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Face-to-Face Interviews 

Inperson or face to face~ interviews are the most expensive and often most valuable survey 
techniques (Weiss 1975).' They can be used to solicit individual or organizational responses, 
the latter involving a representative of the organization. A major advantage of this survey 
technique is that a higher response rate is regularly obtained and, like the telephone inter­
view, a daily tally of progress can be made. It also provides the opportunity to ~stablish 
rapport with the respondent which may lead to more accurate responses and pave the way 
for a followup interview. The costs of carrying out the inperson interview can be a major 
disadvantage. This is especially true in cases where it is necessary to travel long distances 
(for example, across the State) to interview respondents. Another disadvantage is the 
tendency of some interviewers to "lead" respondents or interpret questions for respondents, 
contributing to biases in the results. 

In summary, the above survey approaches are influenced heavily by the availability of 
funds and time. Decisions on which approach maximizes the amount of information within the 
resources available should be made early in the evaluation process. Also, time needed for 
activities such as interviewer training, testing, and supervision should also be considered. 

QUESTIONNAIRE DESIGN . 

Once the evaluator has determined the survey approach to be used for the study, the 
construction of items for the questionnaire can begin. This process requires a great deal of 
forethought and preparation to ensure that instruments capture responses that will be mean­
ingful to the study. In addition to these points it should be noted that length and type of 
interviews (unstructured, focused, or structured) are constrained by the specific survey 
approach to be used. For example, it may be preferable to keep mail or telephone ques­
tionnaires in a structured format to decrease length of time respondents need to complete the 
form and to encourage high response rates. 

In addition to the above points, several others should be adhered to in developing survey instruments. They include: 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

Knowledge of the characteristics of the population to be interviewed helps to 
reduce any cultural differences that may exist between the interviewer and respon­dents. 

Placing of interview items in an order which facilitates the flow or logical 
sequencing of questions. The objective is to maintain respondent interest and 
have low rates of refusals. 

A voidance of leading responses and ordering items in a way that the answer to one 
might trigger and bias a respon.se to the next question. 

Deciding whether the answer to any question could be more readily obtained from 
another source, such as census materials or other evaluation studies. 

Making sure that instructions for completing the qUestionnaire or interview are 
clear and standardized for all respondents and/or interviewers. 

Considering the match of demographic characteristics between interviewers and 
respondents when choosing interviewers I in order to maximize, unbiased responses. 

(7) Making sure that all questionnaires or interviews end with a thank you or a note 
of appreciation. 
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PILOT TESTS 

It is strongly suggested that the, questionnaire an~ec:;: r~o;~:~~~n d~r~~Se~~~s ~: 
subjected to a ~ilot test. ~lo evaluattOr'tW1~~eJ':c~~::.en~ Plist of points which highlight the on a study deSIgn that fal s to mee 1 s '. . 
importance of pretests follows (adapted from Babble 1973). 

(1) Either the entire survey instruments or portions thereof may be pilottested. 

'1 t d' the manner intended for th~ fi.nal study; 
(2) ~~ff~=~I:te~~~u~~e~~o~~~lr::sa~d I~terview schedules should be pretested in the 

appropriate manners. 

b' f 'trument pretests can be profitably kept 
(3) ~~~bf:l~~onv';flle s:~~~~:~;~~t:n~::":i~~~~ ';,Yfo'i"~~~g r~?J.~d~:a:~~ 

~~F.:~~:1:~~ b~~; E~~i~~~ ~e\:~a?!~ctr:;c~e~r':!;~~d:n;th~pe~: 
including those who may represent a small mInority of the population. 

(4) Data collection procedures should be pretested to ensure that d steps needed to 
properly organize the work of carrying out the survey are covere . 

The pilot test is the most appropriate time to estimate the degree to ~h.ichbi~~~d 
(5) responses are systematic by popUlation characteristics, thus producmg 

results. 

USES OF SOCIAL AREA RESEARCH AS AN IMPACT METHODOLOGY 

'th 'ty f amework within which prevention pro-Social area resear?h esta~lishes e cobmmum ~ with regard to their ability to change grams operate and agamst WhICh they can e assesse 
levels of drug and alcohol abuse. 

IDENTIFYING TARGET GROUPS 

, th thering of two basic pieces of The be.ginning of a social athrea thapproactrh reeqlyUlrceOsmpleex gaFI'rst what are the geogra~hic th f ' t' Y simple e 0 er ex em .". , 
data; e Irs IS ver , . 'bTti f the program under study? That IS to say, 
boundaries or c~tc~ent ~rea ~~spons~ lIes 0 ? And second, what group of individuals 
to what population IS ~IS stherVIce bemg ~adre~et(e~;amer 1976). In epideiniological terms, one are in need of the serVices at ar~ provl 
wants to find those individuals "at risk." . 

, d' t th specific nature and intent of 
This target fi~ding procedur~ W1~ ;ary u:~c~~ 1~~og~aPh~callY based. For examp~e, if 

the program, but m .all cases, e ~ a m d the a e distributions of chIldren 
school drug ed~cation· IS rre f~~us, !ilil~~~~r~~si~s th~t~~! are ~f great utility. A~ditional 
as well as the mcomes 0 amI les W well as on truancy--a possible predIctor of 
dat~ c~n be .obtain.ed on s~hool :n~~e;\;s local police on the presence and activities of 
antiSOCIal abCtienhgelpoufutl fneh~o:r~tan~inga ~e peer pressures faced by adolescents. gangs may , 

, 't f d related criminality will be valuable to Arrest data, as well as a pol~ce estima e 0 r.e~~~s data should be utilized for estimates 
further assess where the problem IS greatest. ,,-, and ethnic groups to engage in drug 
of the size a~d location of thef most ,proba~l~i~getr::~ent facilities may also indicate needs. 
related behaVior. Numbp.rs 0 p~rsons en e " available in the census and are 
Measures of unemployme~tl anld mcomdel'fchatyralcete(~~i~:mi~e 1972,' NIMH 1974, 1975a, 1975b). further indicators of SOCIa c ass an 1 es .,' 
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By judiciously observing the geographical distributions of these various measures of the 
population we can make good initial estimates of the location of potential users of a service 
program. 

ARCHIVAL DATA 

l:\rchival data refer to data that have been collected by a program agency or other 
orgamz~tion in th~ normal cours~ of its activities, and not solely to suppbrt the n~eds of.an 
eva~ua~on: Archival data can Include participant program activity andl financial records, 
socIal IndIcators, school records, criminal justice files, health records, lperiodic program or 
agency reports, census data, geographic data, telephone directories, vita.l statistics and the 
recor?s. of prior resear~h or evaluation studies. These data may frequently yield in'formation 
pert~nnIng to a population over a broad geographical area and covering an extended period 
of time. They tend to be easily quantifiable, inexpensive to get and if in a computer 
readable form, analyzable at relatively low cost. ' , 

. Access to archival data is often restricted by governmental regulations. For example 
Section 5/3(a) o~ the General Education Provision Act, Public Law 93-380--the Buckley 
Ame~dment--restncts rele~se of ~chool based records. Written con:sent of the. parent is 
reqUIred for release of Information to anyone other than school officials or authorized 
government representatives. The parental consent must specify the records to be released 
the reasons for such release ( and to .whom the records will be released. In addition, copie~ 
of the rec~rds must be prOVIded to the parents and the student if desired. Data released 
for e~aluation purposes may not include personal identity information such as names or social 
secunty numbers. 

Even in the case of archival records from prior evaluations, release of information is 
governed by. Fed~r~l regulation,S. ~f pr!mary importance ar:e requirements for informed 
consen~, confidentialI~y of a subject's ~dentIty, and control of nsk to the participant. These 
regulations are applIcable to the pnmary collection of data as well as to secondary and 
subsequent uses of data. 

Archival data are not usually collected with specific evaluation objectives in mind. 
Rat;her, they most often represent responses to needs for global aggregate data from which 
polIcy makers hope to obtain gross indications of existing patterns. Frequently they are 
collected as a minor adjunct to the work of nonresearch personnel who often' see such 
collection as having little or no importance. For example, emergency' room nurses are often 
expected to complete forms on drug abuse incidents while at the same time responding to 
their major role of dealing with immediate medical cris'es. It is no wonder that the reliability 
and ,validity of the resulting data suffer. In general, such problems are common to all 
archIval data not collected under extremely well controlled conditions. 

The following sections describe ways in which archival data can be used to assess 
needs , monit~r trends, and examine the impact of community based prevention programs. 
Thes,e often Ignored sources provide useful information which can be used in evaluation 
studIes. 

Catchment Areas . 

The ,concept of the . catchment area has rekindled interest./in the use of sman areas data 
for I?lan~Ing and evaluatIOn. The catchment area has emerge~ as a cornerstone for Federal 
fundIng. In mental (P.L. 88-164, 1963) and physical (P.L. 94-53, 1975) health. Catchments 
a~e defIned as, qeographical. areas wh~re some ,facility is located or is planned to be respon­
SIble for prOVidIng or making acceSSIble serVices to all residents (U. S. DHEW, 1970). As 
geIl;erall~ defined, such areas include between 75,000 and 200,000 residents and are de­
scnb~d In terms of stan?ard census u~its (tracts, minor civil divisions, counties). State 
agenCIes, have been reqmred, at least for mental health, to file a definition of such areas 
along w~th a p~an for long range program development. Thus, catchment areas can be used 
to prOVIde SOCial and economic descriptions of communities which are part of an evaluation 
study. 
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Census Data 

The major source of information on a catchment basis has been data provided by the 
U. S. Bureau of the Census. Apart from fitting required definitio~s of catch~ent areas, 
such information is both readily available and of uniform enough qualIty to permIt small area 
comparisons (Ferris and Lee 1972; Muhlin and Milcarek 1974; Siegel 1974). 

The government has encouraged the use of census data f~r purp?ses of needs assess­
ment developing for example the Mental Health DemographIc ProfIle System (MHDPS). 
(Thi~ system has been outlined' in a series of publications. See Goldsmith and Unger 1970, 
1972, 1974; Rosen 1974; Rosen, Lawrence, Goldsmith, Windle, a~d Shambaugh 197?). 
Computer tapes for standard catchment area profiles have been pr?vlded to all, cooperatIng 
State mental health authorities across the United States. Data avaIlable for eacn catchm~nt 
area include measures of age, sex, socioeconomic status, ethnicity, and family ,and ~OUSIng 
composition, along with comparable, ~ata for the na~ion, ,th~ county, and state In w~lch the 
catchment area is located. In addItIOn to aggregatIng withm catchment area ~oundanes, the 
MHDPS can also summarize this information by census tract, by county, and (m some states) 
by civil divisions. Finally, the sys~em at the Nati,on~l Institute of Men~al Health (U.? ,NIMH 
1976' Bachrach 1974' Tabue 1976) IS capable of lmkmg census data WIth other publIc ,m~or­
ma:li~n on catchment areas (that is, service utilization statistics, public health St~tIStICS, 
vital statistics, arrest records, and so on). Thus, where standardIzed sources of mf~rma­
tion on incidence and prevalence of drug or alcohol, consumption p~tterns are avaIlable 
(usually through state health departments), census vanables can, prOVIde ~ gen,eral e?<-pres­
sion (or indication) of small area differences on a number of vanables WhICh, In turn, can 
be linked to incidence and prevalence. 

Geocoding 

Information systems relying solely on census data are extremely limi~e~ in terms of 
evaluating the impact of specific program efforts. For these purposes ( addItIOnal data n:tay 
be collected through geocoding procedures (Costa.1972; spuck 1~74; SmIth 1979). Geocodmg 
(geographic coding) employs the use of numerIcal or symbolIc codes to tabulate ,records 
according to location (for example, street addresses coded to census tract, of residence~. 
Such records could include any existing information made a,vailable by ag~nc~es and practI­
tioners involved in prevention programs in a gi~en co~nmun!ty. Manuals lmkmg adres~es to 
catchment areas defined by the census bureau (mcludmg ZIP cod~, block group, and ",chool 
district as well as tract, minor civil division, and county) are aVailable (U .~. Bureau of, the 
Census 1970). If information is available in machine readable form, as mIght be obtaIned 
from government agencies or university research departments, the C~nsus Bureau has 
developed several computerized routines which will interrelate informatIOn fr?m ~eparate 
sources (Glimpse 1978). By using census definitions, a wide range of des,c~iptIve mforma­
tion is available for use as denominator data in formulating problem speCIfIC rates (Denne 
1978). 

Where such applications are not feasible, the familiar "pin map" may be used to def~ne 
incidence levels within catchment boundaries and to study such problems as (1) t~e l~catIOn 
of services, (2) the indentification of targ,et populations; and, (~) the, dI~t~IbutlOn of 
resources within catchment areas. By plottmg ~n?wn ch,aracterlstI~s of md~vId~al ,cases 
and/or agencies by location on a catchment map, It IS pOSSIble to defme the dIstrlbuti?n, of 
problems and resources across the area. Grid count~ ~an then be generated ~Y ~ombmlr:g 
known characteristics to obtain the total number of, SImIlar cases and/or agenCIes m a gnd 
cell. Totals might then be placed on separate maps In the form of contour plots to geograph-
ically analyze available data (Earickson 1970). 

In summary I ge6toding enables tlle eva,luator to use a varie~y ?f, community and ,Pre; 
vention program data that are already avaIlable. It uses the mdnTldual a~ the umt of 
measurement but also affords possibilities for small area analysis. ,Geocodmg does t:ot 
require an inordinate amount of manpower or money,. and cl~?rly lends Itself to collaboratIve 
efforts among agencies providing services within a given catchment area. 
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EXISTING PROGRAMS 

Unless one is deaImg with a new I d ' be described will have ,exiSted f p ~nne, commumty, ~he alc~hol and drug problems to 
to deal with those robl· or some time m the past, WIth a history of various attempts 
order to understandP wha~m;~SSi~re ,must therefore locate and describe existing programs in 
the population is as important as l~a~~~t w'h~e~ei~~~~~rew~:f!~~~' Knowing the nature of 

,One should not underestimate the I 'ty f th' , serVIces·. sometimes not . II bl" comp eX! 0 IS step. A mYrIad of prevention 
available' from various ci~~ Jh':u-~~Ized 3r ~lear}y claSSified as prevention oriented, will be 
Government services It is' the' ,an e uca:lOna ~rotlPs as well as the more traditional 
understand their sc~pe Th JOr of the careful socIa! area, analyst to discover them and 
avail b'l'ty 'th . e eva uator can then combme thIS new knowledge f . 
curr:ntl~ exi~ts. measures of need. to assess the equitability of service distrib~tit:o~~~ 

SERVICE UTILIZ4TION ", 

will b~s U~iliza:d. di~h~vif1~iatu~e i provision o~ services does not guara~tee that the services 
available services. Utilization de;e~~Plete WI~ reasons, ~~y persons elect to use or not use 
public attitudes toward or knowledgeS o~p~ e a~cessIbIhty and cost to clients as well as 
parts of programs are over or under utilizeedse~~cei oneh ~ust chmarefuny determine what 
come and compare utiI' ti t th '" rom w a catc ent areas the clients 
infor~ation on how unm~~a n~~s 0 e I?Itial needs assessment profiles. This will provide 
program publicity. . are bemg adressed and may point out the need for better 

Because of ethnicity age or styl I ti 'n more than others Altho~gh th " e'dPopu ~ ons WI often use certain types of services 
and modif r' ,e preCIse ynamics are not fully understood one can observe 
1974, 1975~,P1~j~b).s to SUlt the target populations (Warheit, Bell, and S~hwab 1977; NIMH 

CRITERIA OF EFFECT 

The task of measuring the community' t f ' 
1977, Lukoff 1974). . The question of what unJ~~f 0 a program IS very complex (Hargraves 
it increased progr ti"? ' q a lIes as a success must be made explicit Is 
depa~tment for su:tt.~~al~ia~~cin~se~lc~h~r~~tiog? prai~~l by a local school, or p~lice 
hOSPItal, or school records noting alcohol or drug, Plf ems? Decreases m polIce, 
condition, what constitutes a remed'· , rug mvo vement? As with any social 
Pthrog~am accomplishment, but succes~ i~ &~fi~~~at~Cdef~~ OfIfth~ above inldicate s?me form of. 

e Impact of a drug education ~. , ,or examp e, one IS to assess 
must be obtained from· residents .~~o1hc:n~O:::~~~tyr es b o~ atbtitfudes and knowledg,e about ?rugs 
the program. . 1 0 e ore and afte~ the mtroduction of 

If these "pre" measures were never bta' d' 'h . , grain to a. similar community in h' h .0 me, It mIg, t be feasIble to compare the pro-
community sele7ted for a demogra;hi~ an~o s~~fJr:o;ti:s ~~ic~r?gress l(Struening ,1975). A 
target commumty can serve as a ' I IS as c ose as pOSSIble to the 
The assumption again is that all ~ff~:i~va e~t cogtrol against whi7h ,to measure change. 
order to make that assum tion th c~s are ~e to programatic mtervention, but in 
most extensive and up to date i~for~a~:n~~!ifabT:~(~~~ l~~~~~~re must be done using the 

The evaluator may want to mea u d" population. This m'a be reflected· ~ re a re ucti~n m alcohol or drug problems in the 
offenses or a reductiln in the numbe;n ot c d~cle~s~ ~n arreshts for alcohol or drug related 
changed policies or procedure ? p am s rom sc ools, after taking into account 
and alcohol related deaths (Le~tierlmf;dct B~~fi~~h a~so be19d74et)erminebd from r:eductions in drug 

euner ,or y studymg perceptions of 
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those "key informants'? who are aware of the "drug problem" in the community. (See 
chapter 7, Qualitative Strategies.) 

Many methods for measuring impact are essentially the same af? those enumerated in 
chapter 7 for measuring outcome. For example, archival data on relevant measures such as 
alcohol purchases can be analyzed using multiple time series analysis by choosing one commu­
nity in. w~ich an intervention has been introduced, and using one or more other similar 
communities for comparison, 

Social area analysis procedures entail matching communities "under treatment" to others 
without treatment. Comparisons between the two will indicate if they differ significantly, 
reflecting the impact of a prevention program (Lukoff 1974). One must remain somewhat 
objective in these comparisons, again realizing that local histories as well as maturation are 
always threats to the external validity of a measure. The complexity of these procedures 
cannot be over stressed. Careful planning and measurements are essential for demonstrating 
the efficacy of prevention programs. 

COST BENEFIT/COST EFFECTIVE ANALYSIS 

Cost benefit and cost effectiveness analysis are economic techniques devised to evaluate 
a public or social program by providing information on the optimal allocation of limited re­
sources among competing needs. They are tools of analysis which assess alternative courses 
of action and help decision makers maximize the net benefit to society. The essence of such 
analyses is their ability to evaluate the total value of benefits or effectiveness against the 
total costs. 

Although cost benefit analysis and cost effectiveness analysis have the same objective, 
they differ in scope and degree. Cost benefit analysis compares the monetary value of 
benefits of a program with the monetary value of its cost. The benefit to cost comparison 
enables the evaluator to use monetary value as a common measurement in assessing the 
relative attractiveness of program alternatives. The earliest application of cost benefit 
analysis was in the area of water resource projects (Eckstein 1958; Krutilla and Eckstein 
1958) . 

The evaluation of costs and benefits of water resources projects were easily measured in 
monetary terms. For instance, the costs of engineering design, construction of dams, and 
maintenance and operating costs were calculated from engineering data and previous cost 
estimates of similar projects. The benefits of projects such as hydroelectric power and water 
usage for industrial and agricultural use were estimated by using market prices of these 
outputs. The value of flood control was also assessed by deriving estimates of the avoidance 
of property destruction and loss of life. Based on these moneta!'y estimates of costs and 
benefits ,one can compare the net benefits or a benefit to cost ratio of a water resource 
project. This information has been used to allocate limited investment resources among 
several alternative water projects, 

The crucial assumption tor conducting cost benefit analyses is that costs and benefits 
can be valued in monetary terms. Monetary terms can be obtained either from market prices 
or equivalent valuation. However, many outcomes of social programs have no market valua­
tion. For instance I what is the market price for prevention programs that help to improve 
participants' self-esteem and self-concept? How do we obtain a price for improvement of 
family relationships as a result of prevention programs? While some outcomes of prevention 
programs may be evaluated in monetary terms, such as the amount of cost savings in treat­
ment due to the reduction of drug or alcohol abuse, some outcomes are difficult to express 
in market values because their markets do not exist. 

In such situations, effectiveness indicators are used for evaluation purposes, These 
indicators are measured in psychological or physical terms. When program effectiveness 
indicators are linked to program costs, the approach is considered a cost effectiveness 
analysis. 
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Cost ~ffectiveness analysis was originally developed' in the evaluation of weapons 
sys~ems (HItch and McKean 1960). The purpose of using cost effectiveness analysis for 
national defense systems .is essentially to achieve a particular defense objective with minimum 
costs. In recent years" cQst effectiveness analysis has been applied to many social pro­
grams, such as vocational'education, health, library services, and drug treatment. 

Cost effectiveness analysis in prevention evaluation provides information about the 
effects of resources in relation to the value of resources used for prevention programs. The 
ef~ect~ may b~ measured in nonmonetary or monetary terms. Thus, cost effectiveness anal­
YSIS IS used m a much broader way than cost benefit analysis. The costs of prevention 
programs, such as space, equipment, supplies, and personnel can be calculated from 
accounting records. The effectiveness of the program, such as changes in,consumption 
patterns and property crime can be measured in nonmonetary terms, while possible increases 
m employment can be measured in wages or earnings. 

Cost benefit and cost effectiveness analyses norm~my include three steps. The first, 
and most important step, is the identification of costs and benefits (effectiveness) of a given 
program with the specification of costs being relatively easier than the identification of 
b,enefits. ,The objectives of a program may be used as a guide to identify some of the poten­
tial benefIts or effectiveness of the prevention activity. Costs can be calculated from the 
value of resources used for the activities of a prevention program. This procedure may 
appear to be obvious, but in practice it raises a number of fundamental issues of method­
ology and economic til.eory. For instance, should the donation of church space fur a local 
prevention program be considered as a cost or not? If considered as a cost to whom is it a 
cost? ~r, should the reduction of government welfare payments due to a pr~vention program 
be conSIdered as a benefit and if so, to whom? The real issue is how far one should go to 
enumerate and evaluate program benefits and program costs to a third party. 

Costs and benefits (effectiveness) can be classified in two broad categories: private 
and social. Private costs and benefits (effectiveness) refer to the value of resources 
incur~ed to an~ benefits gained by individual program participants, while social costs and 
ben~fI~s (effectIveness) refer to costs incurred to and benefits gained by not only program 
partiCIpants but also by the public. Therefore, social costs and benefits (effectiveness) 
include both public and private aspects of the society as' a whole. 

For irystance, private costs include participants' expenses, such as fees, supplies, 
transportatIOn" and the potential earnings that an individual gives up to participate in the 
program. ,SocIal costs of a program include not only the private costs but also operating 
costs, capItal expenses, and the donations from other social organizations. Private benefits 
(effectjveness) of prevention programs may include the possible reduction of participants' 
drug and alcohol problems, and improvement of participants' scholastic achievement and 
self-c0!lcept. The possible social benefits (effectiveness) of a prevention program are the 
reduction of treatment costs, an improvement in work or school productivity (due to improve­
ment of health condition, work skills, or self-concept), or the reduction of crime. 

The second step in cost benefit (effectiveness) analysis is the qUantification of these 
costs aryd beryefits (effectiveness). The costs and benefits are usually reflected as prices, 
fluctuatmg WIth the market forces of ~upply and demand. Therefore, quantifications are 
often expressed in monetary terms. For instance, the participants expenses and the fore­
gone earnings of participants can be measured in dollars. The value of resources donated 
by social organizations can also be measured in dollars. 

In the benefit area, the reduction of treatment costs or the improvement of productivity 
can be measured in dollars. In certain circUlpstances, however, market forces may fail to 
reflect all costs and benefits, For example, if the participants' reduction of drug and 
?lc~hol abuse is a primary ben,efit of a prevention program, the most explicit and useful 
mdlcator for that program's polIcy maker may not be the monetary value of the reduction of 
abuse, but may be the quantitative measures of the reduction of use in terms of change of 
type, frequency, dose, and consumption level. Similarly, participants' improvement in 
scholastic achievement can be measured in terms of grade point average, test scores and 
the com:ple~ion of a scholastic program al1d'v~rio~s psychological scales measure perso~a1ity 
charctenstIcs such as self-concept. Cotnmunrty mvolvement can be measured in terms of 
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one's participation in political activities and civil organizations, an absence of crimi!lal 
records, and so forth. These quantifications of bene~its in the absence of ~a~ket va~uatlon 
are possible effectiveness measurements of a preventIOn program: :rhus, ,It IS pOSSIble to 
develop 'indicators of these benefits. The question is whether the mdlcator IS a good approx-
imation or a poor one. 

Once the indicators are quantified, the final step is the comparison of benefits or 
effectiveness and costs of a program. In benefit and cost comparIsons, there are three 
alternative investment criteria used to evaluate a program: the presen~ value of net ben~­
fits, the benefit to cost ratio, and the internal r:ate of return. The basIc purpose of peneflt 
and cost comparisons is to choose the most desIrable program from amonq a set of alterna­
tives, by selecting the one with the maximum net present val~e of benefIts. The net :pre­
sent value of benefits is defined as the total discounted benefIts at t~e pres~nt value Il!mus 
the total discounted costs at the present value. The re?son for dIscountI~g costs IS. to 
convert all past or future monetary values into. current p!,Ices so that there IS a yardstick 
for comparison. One chooses, of course, the program wIth the largest net present value. 

Mathematically, the difference between present value of benefits and costs can be 
expressed as: 

n 
1 

t=l 

n 
.I 

t=l 

(1) 

where B denotes benefits in period t, Ct denotes costs in peri~d t, ,is the sum ,of peri?ds 
from perlod 1 to period n, i is the rate of interest used for dlscountmg, and t IS the tIme 
period. 

The benefit to cost ratio I a commonly used investment criterion, is the ratio betwee,n 
the present values of benefit (the numerator) ad the present value of costs (the ,denoml­
nator) . A program should have a benefit to cost ratio greater than or equal to one m order 
to be worthwhile. The higher the ratio, the greater the payoff. 

Mathematically, benefit to cost ratios can be expressed as: 

n 

1 
t=l 

(2) 

If th,e ratio is equal to one, it implies that 0e, present value of ben~fit, is ~qual to the 
present value of cost of a program. If the ratio IS greater than one, It ImplIes that the 
present value of benefit is larger. 

The internal rate of return is that which makes the discounted value of costs equa~ to 
the discounted value of benefits. The estimated, rate of r:eturn, is used to compare agamst 
the interest rate, representing the rate of SOCIal or prIvate m,:estment., If 0 e r~te of 
return for the program is higher than th~ interest rate for sO~IaI or prIvate mvestment, 
then investment in the program is worthwhIle. If all the alternative ~rograms ,have rates of 
return higher than the interest rate ,one should choose the program WIth the hIghest rate of 

return. ' 

Mathematically I internal rate of return can be expressed as: 

n 
1 

t=l 

n 
= 1 

t=l 

(3) 

139 



.. ---~ ..... -...... -----------...... --------------------------.-----~~-- ~ -~~~ U 44 4", • 

r 
\U 

I 
where r is the internal rate of return and is the unknown in the equation. It should be 
noted that r is different from i, as shown in expressions (1) and (2). The interest rates or 
discount ;,rate, i, is an assumed value which is used for deriving present value. On the 
other hand, r is a solution which makes the present value of benefits equal to the present 
value of cost. The derived value of r is compared to the assumed value of i to make invest-
ment decIsions. ' ! 

In the real world, . the results of each of these criteria may not be consistent with each 
other. Therefore, the choice of the criterion is crucial and depends upon the specific 
circumstances of a program. Moreover, in order to apply these criteria, a cost benefit 
comparison makes~' assumptions as to the size of the discount rate and time periods to be 
discounted. 

For cost effectiveness, two criteria are relevant: average costs per effectiveness and 
marginal costs per effectiveness. In cost effectiveness comparisons, costs are measured in 
monetary terms while effectiveness may be measured in nonmonetary terms (that part of the 
analysis which is expressed in monetary terms can apply benefit to cost comparison criteria). 
Therefore I the central issue is whether to measure the average costs per unit or to measure 
the marginal costs (additional costs) for additional units of effectiveness. For example, 
assume that the result (effectiveness) of program A is a five percent reduction of marijuana 
users, and the total cost of the program is $50,000. Cost effectiveness is estimated by 
dividing the reduction in percent of marijuana users (5 percent) by the cost of the program 
($50,000) . This ratio shows that for every $10,000 in expenditures program A reduces 
marijuana use by one percent. Now, assume that program B reduces marijuana users in a 
comparable school over an equal time period by 3 percent, with a program expenditure of 
$60,000. The average cost per unit of effectiveness is $20,000 in program B. Based on a 
simple comparison, program A is more cost effective than program B. 

Mathematically, the average cost per effectiv2ness can be expressed as: 

n 

I 

t=1 / 
n 

I 

t=1 

(4) 

where Et is the measure- of effectiveness in period t (Et is not measured in monetary terms). 

The mal'ginal cost per effectiveness unit is another criterion for cost effectiveness 
comparison. Unlike the average cost per effectiveness unit comparison, the marginal cost 
per effectiveness unit comparison is concerned about the expansion or reduction of a given 
program. For instance, if the additional cost is $2,000 for preventing an additional partici­
pant from abusing drugs in a program (C), while the additional cost of another prevention 
program (D) is $1,500 an expansion of program D will be more cost effective than an expan­
sion of program C. 

Mathematically, the marginal cost per effectiveness can be expressed as: 

n 

I 

t=l / 
n 
I 

t=l 
MEt 

(5) 

where MCt. is the difference in cost between two periods (t and t-l) and MEt is the differ­
ence in eftectiveness between the same two periods. 

It should be noted that both average costs and marginal costs are often affected by the 
size of the program. This factor should be taken into account when comparison of two 
programs are made. Without considering program size, the results of such comparisons may 
be misleading. For example, a media prevention program may be much less co~tly than an 
intervention prevention program, since a nationwide media campaign can reach hundreds of 
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thousands of students. But because of high fixed costs, a media campaign may not be cost 
effective for a small, local school with a few thousand students. 

SUMMARY 

It is apparent that cost benefit and cost effectiveness analysis are important tools for 
analyzing the impact of prevention program. They are especially useful when one plans to 
allocate limited amounts of resources among competing programs. However, the appllcat~n of 
cost benefit/effectiveness is not straightforward. Several precautions are neces~ary. FIrs~, 
some indicators are only partial or proxy measures for tot?l costs and benefIts. Certa~n 
benefits and costs are difficult to quantify or to express m monetary term~. Second, m 
estimating the benefits and costs of a program based on actual data, econOmIsts often make 
explicit assumptions in order to develop cost benefit/effectiveness compa;risons ~for example, 
the choice of discount rate, the choice of time period, and the monetary ImputatIOn). ThIrd, 
the benefit to cost ratio may be misleading if it is not calc~lated for .all compo~e~ts of the 
program on an individual basis. Policy makers tend to be mt~rested m the addItional costs 
of program expansion and its cost effectivene~s: Thus, the ratio for the program as a whole 
may provide misleading guidance for such deCISIon. 

In view of these considerations, evaluators should make .~eir assumI?tions explicit and 
provide alternative estimates given different assumptions. Slffillarly, polIcy makers should 
recognize that conclusions can be altered by the change of the assumptions of the analyses. 

ENDNOTES 

1 A cohort is a group of people who enter a given social system ,at the same po~nt in 
time. For example, an age cohort is a group of people who yvere born m the same perIod of 
historical time and are thus approximately the same chronologIcal age. 
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CHAPTER 9: EVALUATION RESEARCH DESIGN AND DATA ANALYSIS 

INTRODUCTION 

Design of prevention evaluations and analysis of the data collected necessarily demand a 
n~e~ of statisp,cal consideratio~s. T~ese involve issues in social science methodology, 
stii:tistical theory, and data analYSIS techmques. This chapter is intended to provide a brief 
gUIde to the current state of research design, data analysis .. and computing resources, and to 
some of the ~s yet unsettled issues that surround recent developments in these fields. 
C:0verage and treatment are not meant to be exhaustive; indeed, it would require several 
time~ the number of ~ages pres~nted here merely to list the topics encompassed by the terms 
"desIgn" and "analysIs." N or IS there any attempt to instruct readers in statistical theory 
or practical techniques; a general familiarity with basic statistical concepts and ter'minology 
is assumed. There is I however, ample citation of relevant papers and textbooks. 

This chapter falls naturally into three parts. The first treats current topics in evalua­
tion d~sign, includi~g po~er analysis , de~ign issues surrounding the need for multiple 
comparisons, and optL'1lum mference strategIes based on those considerations. A survey of 
sampling strategies is included in this design section. The second part of the chapter is 
devo~ed to data analysis, including brief ~eviews of several burgeoning areas of development: 
log-lmear models, exploratory data analYSIS, nonparametric tests, structural equation models 
and path analysis. Also included is an outline of intervention data structures and mor~ 
theoreti~al treatments of likelihood inference and the models underlying nonparametric tests. 
:rhe t?ird part focuses on computing resources available to perform statistical analyses, 
mcludu?-g a general overview of programs, criteria for selecting statistical p'rograms, an 
e~alua~on of general pur~l~se programs, and index of special purpose programs, and a brief 
dlSc,!-sslon o~ other comP'4!ting tools_ O~er .important topics such as design selection, panel 
studIes, SOCIal ~rea rese,~rClll, and qualItative strategies are not included being covered 
elsewhere in this volume. ' 

ISSUES IN RESEARCH DESIGN 

POWER ANALYSIS 

In planning an evaluation, it is desirable to control two types of error. The first 
Type I error" is the pr~bability (usually designated as alpha) of mistakenly rejecting th~ 
null hypotheSIS when It IS true. The second error, or Type II error is the probability 
(beta) of failing to reject the null hypothesis when it is false. Any giv~n statistical test of 
a nwl hypothesis can be viewed as a complex relationship among the following four para­
meters: (1) the ~owerb of the test, that is, the probability of rejecting the null hypothesis 
(defmed as one mmus eta); (2) the region of rejection of the null hypothesis as determined 
by the, alpha-level and whether th~ test is one,-tailed or two-tailed (as alpha increases, 
power mcreases); (3) the sample SIze n (as n Increases, power increases)' and ( 4) the 
magnitude of the effect in the population or the degree of departure from the ~ull hypothesis 
(the larger the effect, the greater the power). 
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These four parameters are so related that when any three of them are fixed, the fourth 
is completely determined. After the significance criterion (alpha-level) and the sample size 
(n) have been decided, for a given evaluation plan, the power of the test ,can theoretically be 
computed. But because, the magnitude of the effect to be studied is not known, the power 
of a test can only be estimated. Cohen and Cohen (1975) offer several useful things to keep 
in mind when estimating the size of effects. These are: (1) effect sizes in studies that are 
closely related to the investigation in question will reflect the magnitude of effects that can 
be expected; (2) an investigator can sometimes posit a minimum effect that would have either 
practical or theoretical significance; (3) it is possible to use certain suggested conventional 
definitions of "small," "medl-um," and "large" effects (see Cohen 1969), either by choosing 
one of these values (for example, the conventional "medium" effect size is a popUlation r of 
.30) or by estimating power for all three population effect sizes; in the latter case the 
evaluation plan would be revised according to the estimated relevance of the various effect 
sizes for the problem under investigation. 

Because little or nothing can be done after the evaluation is completed, estimation of 
statistical power is of primary value as a preinvestigation procedure. If power is found to 
be insufficient to achieve a necessary outcome, the plan may be revised so as to increase its 
power, either by increasing the sample size or by increasing alpha. When power turns out 
to be insufficient and revision is impossible, the plan ought to be dropped entirely; this is 
the reason for power analysis of research plans prior to their execution. A more complete 
general discussion of the concepts and strategy in statistical power analysis has been pre­
s~nted by Cohen (1965, 1969); further discussion of power analysis in multiple regression 
and correlation analysis (that is, for B, r, R, partial coefficients, and partialled sets) is 
included in Cohen and Cohen (1975). The latter text also contains tables for power analysis 
of multiple regression and correlation. 

MULTIPLE COMPARISONS 

The fundamental demand of an effective strategy of statistical inference is the balancing 
of Type I and Type II errors in a manner consistent with the substantive iSRues of the 
evaluation. These issues include the level of certainty necessary for decision making, the 
developmental stage of the program, and the primacy of a given statistical test in the logic 
of the overall evaluation plan. 

In general, this takes the form of attempting to maintain a reasonably low rate of 
Type I errors, while at the same time not allowing Type II errors to become unduly large 
or, equivalently, maintaining reasonable power against realistic alternatives to the null hy­
pothesis. Especially when it is necessary to deal with multiple hypotheses, however, proce­
dures for significance testing and power analysis become exceedingly complex. This com­
plexity has at least four highly salient dimensions: (1) whether the Type I error rate is 
calculated per hypothesis, per group of related hypotheses, or for even larger units (like 
entire investigations); (2) whether the significance criterion (alpha-level) is held constant or 
varied over the multiple hypotheses; (3) wh~ther the hypotheses are mutually independent 
(orthogonal) or dependent; and (4) whether the hypotheses are planned in advance or stated 
after the data have been examined (post hoc), the latter procedure being sometimes referred 
to as "data dredging" or "data snooping." Each of the possible combinations of these alter:':' 
natives has one ,or more specific procedures for testing the Dlultiple hypotheses, and each 
procedure has, in turn, its own set of implications for the statistical power of its tests. 
The following are examples of types of multiple hypotheses, each of which has it own set of 
procedures. 

All Simple Comparisons among Pairs of Means 

There exists a large collection of statistical methods for dealing with the problem of 
making all simple comparisons among pairs of means. These methods vary in their definition 
of the problem, particularly in their conceptualization of 'l'ype I error, and therefore also 
vary in both power and in results. One of the oldest and simplest procedures is Fisher's 
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"protected t-test" (Miller 1966; Games 1971; Carmer and Swanson 1973). Only if an ordinary 
overall F-test is Significant at the alpha-level are the means compared, this being accom­
plished via an ordinary t-test; such tests are protected from large Type I error rates per 
group of related hypotheses by the requirement that the preliminary F-test must meet the 
alpha criterion. The Tu~ey test (Winer 1971) controls the error rate per group of related 
hypotheses at the alpha-level. The Newman-Keuls test and Duncan test both approach 
Type I error via "protection levels" which are functions of alpha-level, but the per-hypoth­
esis Type I error risks for the former are constant and for the latter vary systematically 
(Winer 1971). Bonferroni or Dunn tests employ the principle of dividing an overall alpha­
level into as many (usually equal) parts as there are hypotheses, and then setting the 
per-hypothesis significance criterion accordingly (Miller 1966). These tests of all pairs of 
means are the most commonly employed, but this is by no means an exhaustive list (see 
Miller 1966; Games 1971). Each of them approaches the control of Type I errors differently, 
and therefore carries different implications for the rate of Type II errors and hence for 
power. 

Some Simple Comparisons among Pairs of Means 

Sometimes only differences between some pairs of means may be of interest, as when a 
single control or reference group is to be compared with all other groups. In this special 
case, the Dunnett test, the alpha-level of which is controlled per group of related hypoth­
eses, would apply (Winer 1971). For the more general case where not all pairwise hypoth­
eses are to be tested, Fisher's protected t-test and Bonferroni tests (and others) can be 
used. Once again, tests differ in their strategies of Type I error control, and hence have 
different power characteristics. 

Orthogonal Comparisons 

Planned (a priori) orthogonal comparisons are generally considered the most elegant 
mUltiple comparison procedures and have reasonable power characteristics, but they can be 
employed only infrequently in social science and evaluation research because the questions 
put to data in these applications usually are not orthogonal, that is, independent of each 
other. With g groups, it is possible to test up to g - 1 null hypotheses on orthogonal 
comparisons (linear contrasts). These may be simple or complex, the latter meaning ones 
which involve more than two means. When the maximum possible number (g - 1) of ortho­
gonal contrasts are each tested at an alpha-level, the Type I error rate per group of related 
hypotheses is larger. When orthogonal contrasts are used, however, it is common practice 
not to reduce the per-contrast rate alpha-level below its customary value in order to reduce 
the error rate per group of related hypotheses (Games 1971). 

Nonorthogonal, Numerous, and Post Hoc Comparisons 

The number of different contrasts of all kinds is infinite for more than two groups. 
Evaluation researchers may wish to make nonorthogonal comparisons, or to make comparisons 
which were not contemplated in advance of data collection, but rather suggested post hoc by 
the sample means found in the research. Whether such procedures are viewed favorably as 
"exploratory analysis" or unfavorably as "data dredging," they often play an important role 
in social and policy research. Unless Type I error is controlled in accordance with such 
post hoc procedures, however, the error rate per group of related hypotheses of spuriously 
significant t-tests on compq.risons becomes unacceptably high. The Scheffe test (Miller 1966; 
Games 1971; Edwards 1972) is designed for such circumstances, and permits all possible 
comparisons to be made, whether they are orthogonal or nonorthogonal, planned or post hoc; 
they are subject only to a controlled Type I error rate per group of related hypotheses. 
Because the Scheffe test is '00 permissive, however, in many applications it results in very 
conservative tests, that is, in tests of relatively low power (Games 1971). 

Miller (1966) is a comprehensive reference for the statistics of testing the multiple null 
hypotheses generated from a collection of groups defining a research factor. For social 
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sCienc:e, and evaluation researchers, Games (1971) provides a comprehensible article-length 
r;POSltion, Most experimental ,design texts present some of the more common multiple compar-

W~m procedures for means With worked examples and the necessary tables (for example 
mer 1971; Edwards 197~). .' . . . , 

OPTIMUM INFERENCE STRATEGIES 

Pre~entio~ ev~luators can af~ord ~either to make spurious positive claims (Type I error) 
~or to fall to fmd Imp~rtant relationshIps (Type II error). All other things equal, these two 
types of errors are mversel~ related, so that some balance is needed, At the same time, 
the com~leXlty enc~untered With only a single nominal scale makes it clear that any effort to 
'!Teat thIS probl~m m comprehensiv:e ~etail is outside the bounds of practicality, particularly 
In most prevention evaluation applIcations. An alternative is provided by Cohen and Cohen 
(1975), who present several general principles and simple methods for keeping both Type I 
~,d Type II e~rors acceptably low and in reasonable balance. The three major elements of 
s IS approach mclude 'parsimony in, the number of variables employed, use of a hierarchical 
trat,egy, and, adaptation of the FIsher protected t-test to multivariate regression and cor­

relation analysIs. Each of these three elements is treated here in brief detail. 

Minimizing the Number of Independent Variables; 

..... Preyen·~on ev~luation demands that the number of variables be sufficient to cover the 
~~bs LaIl;tiy-e Issues Invo~v,ed, While co~ts in time, money, and increased complexity are kept 
, a mIro.mum. ,In addition to the time and money costs of more variables there are also 
unportant cos~s m terms of the validity of statistical inference which are often overlooked. 
The more varlables--dependent or independent--in an investigation the more hypotheses are 
~ested, (either directly or implicitly) and the greater L'le probability of spurious significance 
that l~, Type I error per in.vestigation). It is rare in research proposals and reports of 

evaluation ,research, however, to find data analysis appraised from this perspective and 
many s~udles are n?t reported in suJficient detail to make it possible for readers to do 
so-~varlab~es that fall to prove useful might never be mentioned in print. As the number of 
varIables Increases, the. greater are ~e standard errors of estimates and the lower is the 
P9~er of tests., ~or th~s reason, haVing more variables when fewer would do increases the 
rI~ s both of fmdmg things that are not so and failing to find things that are so. Nor does 
a ar:ge n ,sol~e the problems that accompany large numbers of variables--Type I error rate 
per Investigation depends on the number of hypotheses but not on n. Even potentially high 
power conferred by a large n may be dissipated by a large number of variables. 

, 
Fortunately, it is often the case that a large number of variables is not necessary. It 

may be ~at only ~ few (or even one) of the variables ar~ .really central to the construct and 
the r~maInder, perIpheral and largely redundant; these latter variables are better excluded. 
~ome~es varIables may all be roughly equally related to the construct and define a common 
a~tor In the factor analytic sense, in which case they should be combined into an index 

USIng factor ~cores, or s~s of the variables (see the discussion of weighted scoring in 
chapter, 4). · .... omposlte vanables cannot only represent the construct with greater reliability 
and ~ahdlty, but can, do so in the sense of a single variable (this is true of both dependent 
and, Independent vanables). A~ Cohen and Cohen (1975, p. 161) conclude, "Insofar as 
yarIables ~md he~ce hypotheses are concerned, an important general principle in research 
Inference ,IS ~uccmctly s~ted: 'less is more'--more statistical test validity, more power, and 
mor~ ~lanty In the meamng of results." In general, the issue here is one of };(alancing 
statis~cal and p~ogram significance. The decision to combine variables which convej{ differ­
ent (If overlappmg) informa~on to ~ec!sion makers for the sake of controlling Type I error 
rfafte should be carefully weIghed WIthm the context of the overall goalso£ the evaluation 
e ort. " 

148 

r 
\ 

\ 

\: 
l' 
I: 
Ii 

I 

i 

Exploiting the Hierarchical Model " ": 

The hierarchical model of multivariate regression is one in which~ each of the indepen­
dent variables is entered cumulatively according to some specified hierarchy which is dictated 
in advance by th~ purpose and logic of the evaluation. The hierarchical model calls for 
determination "of R and the partial coefficients of e~h variable at the~point at which ~ is 
added to the equation. Because at each stage :'fe R increases, the ordered series of R in 
hierarchical analysis is called the "cumulative" R series (Cohen and Cohen 1975). 

This hierarchical model can be an important element in an effective iuference strategy. 
Particularly when used with Type 1 error at each level, the use of the hierarchical model 
prevents variables of lower priority (which are likely to account uniquely for little variance 
in the dependent variable) from reducing the power of the tests on variables of higher 
priority by using some of their variance; this increases the standard errors of the tests' 
partial coefficients and reduces the degrees of freedom of error. Less weight ought to be 
given to significant results for design factors of low priority; particularly if many indepen­
deut variables are involved, because the Type I error rate per investigation is likely to be 
large. In this way, dilution of the statistical significance of the high priority factors is 
avoided. As Cohen and Cohen (1975, p. 162) conclude, "The principle is 'least is last'-­
when research factors can be ordered as to their centrality" those of least relevance are 
appraised last in the hierarchy, and their results taken as indicative rather than conclusive." 

When an order of priority for the independent variables is not specified a priori, other 
methods can be used, including simultaneous entry, or stepwise entry, in which each vari­
able is entered in sequence based on the extent to which it explains variance in the indepen­
dent variable after the effects of preceding entries have been removed. Since different 
methods using sequential entries produce different proportions of explained variance for each 
predictor, there should be justification for the method chosen (Cohen and Cohen 1975). 

Generalizing the Protected t-Test 

The simplicity and practicality of Fisher's protected t-test (Miller 1966; Games 1971; 
Carmer and Swanson 1973) have already been discussed. What is surprising is how effective 
the protected t-test is in keeping Type I errors low while affording reasonably good power. 
In an extensive investigation of ten pairwise procedures for means compared empirically over 
a wide variety of conditions, Fisher's test was unexcelled in its general performance charac­
teristics (Carmer and Swanson 1973). 

The protected t-test, covers only ~one set of information 'on research factors, namely, 
that defined by nominal scales (that is, a collection of groups). Cohen and Cohen (1975) 
generalize the protected t-test procedure, applying it to what they term the "functional sets" 
(large and sometimes diverse groups of independent variables that function as a single 
covariate in a particular study) that organize multivariate regression analysis. This proce­
dure is effective for several reasons: because the number of sets is typically small, the 
Type I error rate per investigation does not mount up to anywhere near as large a value 
over the tests for sets as it would over the tests for the frequently large total number of 
independent variables. The tests of single independent variables are protected against 
inflated Type I error rates per set by the requirement that their set's F-value meet the 
alpha significance criterion. With these Type I errors under control, both the F- and t­
tests are relatively powerful; hence both types of errors in inference are kept relatively low 
and in approximate balance. 

POPULATION SAMPLING 

Sampling involves various ways of selecting a portion of a total population--that portion 
observed, in order to provide information about the total population. For scientific as well as 
for " purely practical reasons, it is necessary to use sampling procedures that have 
measurable errors. Procedures should also be capable of characterization relative to bias 
and variability. The fundamental procedure satisfying these conditions is simple random 
sampling, a method in which each unit has an equal chance of being selected (usually per-
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formed with the aid of random numbers). Systematic sampliI}g, by contrast, is a variation 
on simple random sampling which proceeds from a random start to select elements at preset 
intervals. 

S~mples may be selected in stages by breaking down the population into subgroups. In 
a multis~age ra~do~ sample, random samples are selected at each stage. If a complete count 
of sam~l~ng umts IS taken at any stage other than the last stage, the procedure is known as 
a stratIfIed, ~ample. If ~e complete count comes at the final stage, it is a cluster sample. 
~he probabIlIty of selecting any subgroup may be made proportionate to some function of the 
SIze of, the subgroup, and the number of units selected from any subgroup may also be made 
proportional to some such function. Such proportionate sampling tends to reduce sampling 
errors. 

Stratif~c:ati~n and clustering ,can, be combined to yield efficient samples, particularly 
when, stratifIcation an~/or clustermg IS based on geographic properties, such as in area 
sam'p'lI~g . Area ,sa~plmg reduces the complexity of preparing sampling lists and permits 
~lusterI~g of "';lmts m bunches. In double sampling, a first sample is employed to provide 
mformation WhICh can be used to design an efficient second sample. Such sampling can also 
be use~ to reduce the number of observations required, on the average, for arriving at a 
concl~sIon. ~hen double s~pling is g~neralized,.it yields sequential samplin~, a method of 
dra~ng one Item or set of Items at a time and usmg the data obtained to deCIde whether to 
continue to sample. 

A~~, sampling meth?ds b~sed exclusively on random selection and complete counts are 
IlrobabhIty sa~Illes, WhICh YIeld measurabl~ errors. This is n.ot true of jUd~ent samples, 

owev,er, WhlC rely on the evaluator's ]Udginent rather than on controlle methods of 
selection. The ultLrnate .basis for selecting a sampling procedure should be minimization of 
the costs of getting the sample and the expected cost of errors which may result from the 
method. 

Fo~r books are generally recognized as the best gUides to sampling theory. Cochran 
(1~63) ~s one of the best m~them~tic:al introductions, and hence widely used as a textbook in 
umversity c~urses on s~plmg; It IS mute on many practical problems of survey sampling, 
howe,;,er. KISh (1967) IS, the standard reference for most professional survey samplers; it 
contams a wealth of detaIl on every aspect of survey sampling except, of course, for the 
most recent developments. Hansen, Hurwitz, and Madow (1953) still affords a good under­
standmg of large scale government surveys; it is written from the perspective of the U. S. 
B~reau of the, Census sta:tisticians who invented or codified most of the basic theory and 
methods. DemI~g (1960? ~s ~e sta~dard reference for b~siness oriented sampling statisti­
cians, and contams a skillful mtegration of theory and applIcation. 

Two other books might serve to supplement these basic texts. Babbie (1973 chapters 3 
and 4) is a nonmaih:ematical introduction to sampling concepts and types written at the 
undergraduate level; Its ~aterials, are more valuable for appreciation of sampling in general 
t~an for theory or practical adVIce, however, and there is no mention of modern methods 
lIke ~elephone sampling. Sudman (1976) is intended as a ~elf help guide for low budget 
samplmg (market research, students, and so on); it is the best source on recent ,develop-
ments like random digit telephone sampling. . 

Controlled samples based on mathematical probability theory have three basic advan­
t~ges: ~1) they rule out the human biases that might be involved in the more casual selec­
tion of, Items, to be observed;. (2) they enhance the likelihood that a sample drawn from a 
populatio~ ynll be represent~tlve, that. is, will have essentially the same distribution of 
characteristICS as the population from WhICh it is drawn; and (3) p'robability theory provides 
a set of computa~onal. m~thods for es~~ting th~ degree of error to be expected in a given 
s~mp~e. The baSIC prmciple of probabillty samplmg IS that every sample will be represel'lt&­
tive If all members of the population from which it is drawn have an equal chance of bemg 
select~d (sampl~~ with this property are often labeled EPSEM, for "equal probability of 
selection method ). Even wh~n the EPSEM properties are unobtainable, however, as long as 
ev~~y member of the population has a known, nonzero probability of being selected, prob­
abIlIty theory provides computational methods for estimating the expected error of the sample. 
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SAMPUNG DESIGNS 

Because the main body of statistics used in sampling theory assumes a simple random 
sample, many novices conclude that this is the best (or the most accurate) possible method. 
This is not true. Stratification, for example, has the effect of improving the representa­
tiveness of a sample by reducing the degree of sampling error. Moreover, with all but the 
simplest sampling frame, simple random sampling is not, for practical purposes, possible. 
The wide variety of sampling designs defined in the previous section are applicable to pre­
vention evaluation; these are described below in more detail, along with their practical 
advantages and disadvantages. 

Simple Random Sampling 

In simple random sampling, each population member is assigned a unique number; the 
sample is then selected via use of random numbers. Simple l'andom sampling has three 
advantages: it requires only minimum knowledge of the population a priori, it avoids classi­
fication errors, and it facilitates analysis of data and computation of errors. Disadvantages 
of simple random sampling include that it does not make use of knowledge of the population 
which might be possessed by the evaluator, and it yields larger errors (for the same sample 
size) than does stratified sampling. 

Systematic Sampling 

Systematic sampling exploits the natural ordering of a population. A random starting 
point is selected between the number one and the nearest integer to the sampling ratio 
(N/n). Items are then selected at the interval nearest (at the whole number) to the 
sampling ratio. If the population is ordered with respect to some pertinent property (for 
example, source of referral to the program), then systematic sampling gives stratification 
effect, and thus reduces variability compared to a simple random sample; this is the major 
advantage of systematic sampling. In addition, it facilitates both the drawing and checking 
of the sample. If the sampling interval is related to a periodic ordering of the population, 
however, increased variability may be introduced; this is the major disadvantage of system­
atic sampling. When there is such stratification effect, estimates of error are likely to be 
high. 

Multistage Random Sampling 

Multistage random sampling involves stages, all of which are a form of random sampling. 
A major advantage is that sampling lists, identification, and numbering are required only for 
units belonging to subgroups actually selected. If sampling units are geographically de­
fined, multistage random sampling cuts down on field costs like travel expenses. On the 
negative side, errors are likely to be larger for mUltistage random sampling than for simple 
random or systematic sampling for the same sample size. Errors increase as the number of 
sampling units selected decreases. 

In a major variant of multistage random sampling, sampling units are selected with 
probability proportionate to their size. This procedure has the advantage of reducing vari­
ability; its major disadvantage is that lack of a priori knowledge of the size of each sampling 
unit increases the variability. 

Stratified Sampling 

If a complete count of sampUng units is taken at any stage other than the final one 
(which is a cluster sample), the sampling procedure is known as stratified sampling. There 
are three major variants: proportionate sampling, optimum allocation sampling, and dis­
proportionate sampling. Each of these three variants is discussed here in turn. 
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In proportionate stratified sampling, selection from every sampling unit at other than 
the l~st stage, is random with probability proportionate to sizE:. This assures repre­
sentativene~s Wlth respe~t ,t? the prol?erty which forms ~e basis of classifying units, and 
therefo~e Ylelrls le~s, VarIabIli~ than snnple random samplmg or multistage random sampling. 
Proportionate stratifIed samplmg also decreases the chance of failure to include members of 
the, population because of the classification process; characteristics of each stratum can be 
estim~ted, an~ hence easy comparisons made, On the negative side, proportionate stratified 
samplll~g reqUIres accurate information on the proportion of the population in each stratum' 
otherwIse error will be increased. If stratified lists are not available, these may be costly 
to prepare. There is also the possibility of faulty classification and hence increased variability. 

Optimum allocation sampling procedures are the same as those in proportionate sampling 
e~cept th~t the sample is proportionate to the variability within strata as well as to their 
SIze. ThIS assures that there will be less variability for the same sample size than in 
proportionate stratified sampling. The major disadvantage is that optimum allocation requires 
knowledge of variability of pertinent characteristics within each stratum. . 

~ispropo,rtionate stratified sampling proceeds as in the proportionate and optimum 
allocation variants, except that the size of the sample is not proportionate to the ,size of the 
sampling units but is determined rather by analytic considerations or convenience. This 
procedur,e is mote efficient than proportionate stratified sampling for comparison of strata or 
where dIfferent errors are optimum for different strata. The major disadvantage is that 
disprol?o~tionate st,ratified sampling is less efficient than proportionate sampling for 
d,etermmmg population characteristics, that is, it yields more variability for the same sample SIze. 

Cluster Sampling 

In, cluster, sampling, samplin~ units are selected via some form of random procedures; 
~e ultimate umts are grou:ps, WhICh are selected at random but counted exhaustively at the 
f~nal st~ge., Cluster samplmg has several advantages: if clusters are geographically de­
fmed, It, y~elds the lowest field costs; it requires listing only units in selected clusters; 
characteristics of clusters as well as those of the popUlation can be estimated' it can be used 
for subsequent samples because clusters rather than units are selected and substitution of 
unjts ~ay be possible., , The disadvantages are larger errors for comparable sample sizes 
than ~th other, probabIlIty samples, and the requirement that each member of the population 
be, umquely aSSIgned to a cluster; inability to do so may result in duplication or omission of umts. 

Stratified Cluster Sampling 

, In stratified clus~er. ~ampling" ~lusters are select~d at rando;:n f,rom every sampling unit. 
ThIS ,~educes ~e var~abIhty of ordmary cluster samplmg, but combmes the disadvantages of 
stratifIed samplmg Wlth those of cluster sampling.. In addition because cluster properties 
may change, the advantage of stratification may be reduced ~nd the sample may not be 
usable for subsequent research, 

Sequential Sampling 

~ Sequential sampling is a procedure whereby two or more samples of any of the types 
discus~ed ~bove are taken, with results from earlier samples used to design later ones (or to 
determme, I~ the~ are !l~cessary)., Sequen!ial sampling provides estimates of population 
charac~erIstics, WhICh ,faCIlItate effICIent planmng of succeeding samples, and thereby reduces 
error m, the fmal estimate. In the long run, sequential sampling also reduces the number "of 
opservations, requir,ed. It has several disadvantages: it complicates the administration of 
fIeld work, It reqUIres more computation and analysis than does nonrepetitive sampling, and 
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it can be used only where a very sma~l sample can app~oximate representativeness and where 
the number of observations can be mcreased convemently at any stage of the research. 

Judgment Sampling 

In judgment sampling, a subgroup of the population is selected yvhich, ,on the basis of 
available- information, can be judged representative of the total populati~n. EIther a complete 
count or a subsample of this group might be taken. Judgment s~plmg ,has the advantage 
of reducing costs of preparing samples and field work because ultimate ~It~ ,can be se~ected 
closely bunched. The procedure has serious problems, however. VariabIlIty and bIas. of 
estimates cannot be measured or controlled, and considerable knowledge of the population 
and subgroup selected is required (or else strong as~umptions made). 

Quota Sampling 

In quota sampling, the population is classified by pertinent properties that determine 
the desired proportion of sample from each class. Quotas are then fixed for each, observ~r. 
QuoTa sampling reduces the costs of preparing samples and field work because ultima~e uruts 
can -be selected so as to be closely bunched (as in ju~~e~t sampling). , Quota samplmg ~as 
the additional advantage that it introduces some stratifIcation e~fect, Wlth an ~cc?mpanymg 
reduction in variability. The disadvantages of quota samplmg are that It mtrodu~es 
observer bias in the classification of subjects, and thus, makes for nonrandom selection 
within classes. 

Social Network Sampling 

Because social scientists have traditionally borr~wed ,their for~al I?rocedures of 
inference from classical stati~tics, quantitative research m soc~al, and polIcy fIelds has long 
been constrained by a peculiarly statistical concept of "population. ': In the ~ords of the 
noted statistician Frederick Stephan "Statisticians think of populations essentially as sets 
of objects for which any interrelatio~ships that exist can be ignored" (~969, ,p. 89). ,In 
many social science and evaluation research applications, however, the relationshIps that lmk 
individual units of analysis may have more substantive importance t..'l1an any property of ~ese 
units themselves. In such cases, standard statistical procedure~ apply only by assummg a 
population of relations (as, for example, when inferences abou~ dIvorce are ba,sed on samples 
from a popUlation of divorces, rather than from a population of people mterrelated, by 
marriage and divorce). 

Such diversion of substantive concerns for the sake of, stati~tical tractability has proved 
increasingly unsatisfactory in a growing number of applIe~ fl~lds--ecology and e~ol~gy, 
sociometry and small group analysis and the studies of kinshIp and formal orgamzation, 
interpersonal influence and power structures, diffusion of innov~tio~s, and the ~pread of 
rumors. Each of these areas has begun to develop its own quantitative, m~thod~logies based 
on applications of mathematical graph theory, and frequently g~ounded In IteratiVe co~puter 
techniques, Unfortunately, these methodologies usually reqmr,e complete ,en:ume~ation or 
census procedures' there has been relatively little work on samplmg and statistIcal mference 
for graphs (available work m~y be fO!lnd in Goodman 1961; B~oemena 1964; and Frank 1971). 
Fer this reason, social network analYSIS has been largely confmed to small groups. 

Granovetter (1976) has proposed a method for sampling social networks to estin,t~te 
average acquaintance volume (the mean number of links per individual) and ~etwork ?enslty. 
His "subgraph" approach enceunters practical ,dif~iculti~s, however:, particularly ,m l~rge 
populations which are necessarily sparse. De~sIty IS an ~nye~se function of popula~on SIze, 
while average acquaintance volume ha~ a practical u~per hmit ~n the number of relations that 
anyone individual can maintain. ThIS means that, In populations mu~h lar~er tha~ 100,~00, 
the expected number of relations to be found can fall below one, per mterVIe~ for mterVIews 
that contain up to 500 yes-no relational questions (for detaIls, see Bemger 1976, pp. 
228-229; Morgan and Rytina 1977). 
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An alternative to Granovetter's sub graph approach to network sampling is afforded by 
the "subgroup" methodology of Beniger (1976). Under this approach, a population is first 
partitioned by criteria salient to respondents into a manageable number of mutually exclusive 
and exhaustive subgroups. These subgroups are then used, in place of individual names, 
for at least the first round of network interviewihg~ This allows estimation of densities by 
means of a measure called "estimated density spaces" (EDS), a practical approximation of 
simple network density. 

INSTRUMENTATION 

No matter how well designed and executed an evaluation, the meaning of the results is 
completely contingent on the appropriateness of the instruments used for measurement. The 
worth of an instrument depends on its reliability and validity, both of which are functionsbf 
the population being measured and the conditions of administration. (See the appendix to 
part II for more detailed discussion of these issues.) 

When well constructed measures are available, the evaluator should use them. in pref­
erence to developing new ones. Standardization of measures facilitates comparison of 
findings. This in, turn provides the means by which theory is refined and verified. How­
ever, given the wide variety of constructf? involved in prevention program objectives, and 
the diversity of approaches for achieving these objectives, appropriate standardized measures 
might not be available. A brief outline of the steps involved in developing a measure follows 
(adopted from Struening 1979): •. 

(1) Select a domain of interest, e.g., attitudes toward drug abusers. 

(2) Consider the specific uses you intend for the measure, e.g., evalu­
ation of change (pre/post) , comparison of groups, assessment of 
individuals. 

(3) Re\':,~w the literature for theory :relevant to your area of interest, 
for'sl.udies in which available measures have been used, and for 
scales currently being used. Look carefully at the scales to make 
certain of their psychometric properties, the population on which 
they have been standardized, face validity of items, etc. 

(4) . Conceptualize the domain of interest into subareas by identifying, 
defining, and limiting relevant concepts. 

(5) Select a scale model or method, e.g., factor analysis, Likert analy­
sis, Guttman scaling. (The additive probabilistic model and latent 
trait theory as they apply to measure development will be discussed 
later. ) 

(6) Develop an item sample or pool. 

(7) Develop the questionnaire from the item pool. 

(8) Select a sample from the population of interest and institute a pilot 
test. 

(9) Collect and analyze the resulting data, based on the previously 
selected scale model. 

, 
(10) Make a final selection of items which define the construct, consider­

ing reliability (internal consistency and stability) and validity 
(including face, predictive, concurrent, and construct validity). 

(11) Apply the questionnaire, bearing in mind such issues as qimensional 
invariance of item sets over populations, replicability of the mea­
sure, and its relevance to the target population. 
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For detailed treatment of the issues involved in testing theory and construction, the 
reader is referred to the AI11erican Psychological Association (1974); Cronbach (1960); 
Cronbach and Meehl (1955); Ghiselli (1964); Nunnally and Durham (1975); Nunnally and 
Wilson (1975); and Thorndike (1971). 

Among the most important principles stemming from the concepts of reliability a~d 
validity is that any item (question,ra?ng, te~t, and so on) is a ,construct/ m700d umt. 
Each item can be viewed as representing a dlfferent method, ana every conditlOn under 
which the item is asked may be viewed as a different method. Since any derived "score" is 
contaminated by the Method used to measure the underlying construct, it follows ·tha~ ~he 
variance contributed by the method (that is, the "noise") can ~e reduced by ~btammg 
multiple measures of the same construct by different methods. For mdeed, a compOSIte score 
based "on a large number of highly inter correlated measures using different measurement 
procedures is likely to yield the most valid and reliable measure. 

The most practical model in general is the additive probabilistic model. Scott and 
Wertheimer (1962) give a good description of the characteristics of ~omposite measures 
derived from this model, which can serve as criteria for anyone developmg a new measure. 
Some of these characteristics follow: 

• Any respondentts total score on the composite measure consists of the 
sum of the number of items indicating the construct in question. 
(Note: although weighting of individual items can b~ done by a va~i­
ety of methods it is not recommended because the time and expertise 
required doesn"t add much to the outcome; further, weights vary 
across populations.) 

• The contribution of an item to the variance of the total score distribu­
tion across all subjects is proportional to the items' individual vari-
ance. 

• Every item in a composite measure correlates positively with every 
other item. 

• Every item correlates positively with the total score. This property, 
a consequence of the last, becomes ?n index of the measure:s homo­
geneity. The higher the average ltem-total score correlatlOn, the 
more likely is the measure to describe one and only one construct. 

• A good measure will be stable from on7 admit;istr~tion to. the next, 
assuming the attribute has not changed In the mterIm. ThIS property 
of test/retest reliability is very important ~n evaluat~on .of chang~--if 
scores fluctuate in unsystematic ways over time, the lIkelIhood of fmd­
ing true differences between control and experimental groups is re­
duced. 

• Different ways of measuring the same construct shoul~. yield similar 
scores. This property, referred to as convergent valIdlty (Campbell 
and Fiske 1959), is satisfied when % or more measures of the. same 
construct intercorrelate to ,a substantial degree. 

• Finally I a measure of one cons~uct should not correla~e highly wi0 
another designed to measure a dlfferent construct. ThIS property lS 
known as discriminant validity (Campbell and Fiske 1959). Two mea­
sures of the same construct should correlate substantially higher with 
each .other than they do with two measures of another construct (and 
vice versa). Convergent and discriminant validity must be considered 
together in evaluating the adequacy of a set of measures. 

All of the characteristics listed above may serve as yardsticks for evaluating. existing 
measures I as well as basic guides for instrument development.. It ~ust be emphaslzed 0 at 
this model is only one of many I and is not appropriate for all situatlOns. Although examma-
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tion of the, other major models is beyond ,th~ sc?pe of this dis~us~ion, one other relatively 
new ~od,el IS worthy of comment; though It IS highly complex, It IS valuable because of the 
prOmIse It holds for measure construction in the future, 

, This ~ethodology for, measure, con~truction is based on latent trait theory, which is 
dIscussed m greater detaIl l~ter m this c~apter . Latent trait theory supposes that re­
sp~nses to a test c~m be predIcted or explam~d by latent traits (or abilitiefj). Since these 
traIts cannot be dIrectly measured, a model is developed which specifies a relationship 
between obse~vable perforf!lance and the ,~nderlying trait. These models assume local inde­
pendence of Items. That IS, the probabIlIty of a given response to one item is not affected 
~y the test responses o~ a;lly other item.. The~e models have in ~ommon the development of 
Item- and t,est-chara~terIstic curves, WhICh gIve the frequency of responses for varying 
levels of traIt possessIon (Hambleton, et al. 1978). 

To develop a new measure, one uses a procedure such as that outlined below (Birnbaum 
1968; Lord 1977)" 

• Develop item-characteristic curves for a selected pool of items. 

• Decide ,on the shape of th~ targ,et information curve, which specifies 
t~e deSIred accuracy of traIt estimation at each level of trait posses­
SIOn. 

• Select items with item-characteristic curves which fill hard-to-fill 
areas under the target information curve. • 

• ~umulative!y sum the item curves, continuing to add (or delete) 
~tems I un~l the area under the target information curve is satisfactor­
Ily approXimated. 

. Lat,ent trait models have not Xet, been, extensively used in the development of attitude 
sc~l,es, m part due to lack of famIlIarity WIth the models and, until recently, lack of avail­
abIlIty of computer programs for estimating item and trait parameters. However, this may 
change as evaluators grow more confident of these models' usefulness. 

ISSUES IN DATA ANALYSIS 

EXPLORATORY DATA ANALYSIS 

Most texts on so~ial, statistics ~Blalock 1972 remains one of the best) concentrate on two 
broad goals of qua~ti~ative analysIs: how to summarize large bodies of numbers (using 
means, stan~ar? de,,?a~o;lls, and s~ on), and how to confirm the results of an analysis using (, " 
tests of statistIcal sIgmficance (WhI~h hel:p protect against sampling and measurement error). " 
These same texts usually have relatively lIttle to say about how to discover the unanticipated 
or how to expose so~e new rel~tionships in data (but see Tukey 1969, 1977; Mosteller and 
Tukey , 1977)., Graph!cal t~chmques, for example, are among the most powerful means of 
both dI~cover~ng and mfo~~mg I yet most texts give only cursory and often misleading advice 
a?out displaymg data. SlmIlar~y, most discussions of how to fit straight lines to data--poten­
tlally 0 e most powerful te,chmque of data analysis in most situations--concentrate on how to 
determIn~ whether ~ p~rticular regr~ssion c?e~ficient is,~, significantly different from zero. 
Usually lIttle spac,e IS Qlven ~o analyzmg ~eviatIOns (residuals) from a fitted line, or how to 
~ransform the varIablesentermg a regressIon--two basic techniques for discovering patterns m data. 

" 
~n ,~hort, most ,statis,?cs t~xts perpetuate ~he impression that the important uses of 

quaptItative methods m SOCIal SCIence and evaluatIon research are either to summarize largp. 
bodIes of data or to, con~irm an observed reiationship at the .05 level of statistical signifi­
c~nce. However, thIS VIew of ,data analysis in social and policy applic~tions has begun to 
gIve way ov~r the past decade m favor of an "exploratory" approach to data analysis (see 
Tukey and WIlk 1965; Tukey 1962 I 1969, 1977; and Tllfte 1970). Significance tests are given 
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a secondary role in this ~ppr~ach, and the distinption be~een interval ,and ordinal 
measurement is usually of lIttle Importance. Correlation coeffICIents are conSIdered oft~n 
misleading and are used only as a partial first step in analysis, if at all. Instead, an?lysls 
begins with the fitting of lines to re!ationships ~em:een variabl~s (trans,formed varIables 
where necessary), and then proceedsWlth the eXamInation, often Wl0 the aId of scatterplo~s 
and graphs of deviations, from the fitted line. Each of these new VIews toward data analYSIS 
are briefly examined below. 

Significance Testing 

Significance tests help protect against the possibility that a relationship arises in a 
random sample through chance alone (good discussions of significance may: be fou~d i~ Kish 
1959 and Kruskal 1968). Such tests are also useful as a rough screemng deVIce, m the 
analysis of data collected, nonra~domly, wh~re they may help to assess th,e ~ertamty or 
uncertainty of results. ResponsIble evaluation researchers use tests of sIgmficance ?r, 
usually better.~ confidence intervals to ~ssess t~e stabi~ity of res~l~s , the latter ,be~~g 
preferred due to the greater amount of mformation pro:'1ded to deCISIon ~a~er~: SI~mfI­
cance levels are often misused, however, because the dIchotomy between sIgmficant ,and 
"nonsignificant" is too sharply drawn, with only those relationships (arid all ,those relation­
ships) that reach the .05 (or sometimes .01) level being accepted as meanmgful results. 
The relevance of a result does not depend on its exact significance lev,el, ho~ev~r.' but 
rather on the substantive judgment of the interpretor. 'Th.e 0v:eremphasis on s,Igm,fIcance 
testing may have arisen because of certain abstract reconstructions of what sClentis~s do 
(see Kaplan 1964) rather than actual scientific practice. The rate of significance testinq-­
assumptions, sampling, distribution, critical region, test sta,?stic, decision--does not prOVI?e 
a guide to data analysis, and may serve to make prevention evahJ?tors feel unnecessarily 
guilty about violating severe and unrealistic assumptions (Tufte 1970). 

Probability levels and test statistics t.ell little about the strength, ~md nothing abo~t t~e 
substantive significance of a relationship among variables. The Important ques~on IS 
whether the relationship is of substantive interest by virtue of its, n?ture and magmtude; 
significance tests do not inform on this issue. Even after test statistics are 'computed! the 
researcher must face the problem of what to do with signi~ica~t. relationships. There, IS , ~o 
guide other than individual judgment for appraising and weIghting repo:r:ts that show sIgmfI­
cant relationships. Regression methods may aid the researcher I but fI]1ally, the extent of 
real effects of a treatment may remain an open, statistical question. 

ConveI#ng Ordinal into Interval Data 

Although there is an obvious 'conceptual ~istinction betw~en ordinal an~ interval mea­
surement (Stevens 1968) the important question for evaluation research IS whether the 
distinction has any practical meaning for sUbstantive interpretation. The eval~at~r o~ pre­
ventionprofessional often knows more about the phenomenon under study than IS Imphed by 
the mere ordering of observations. Whe,p this is ~e, case! numbe~s 0:ught to be assIgned to 
the ordered categories; this helps to bUIld the addItional mformatIOn mto the ~easurements. 
Such a procedure will always contain an arbitrary element, of course; th~ pomt" as Tukey 
has put it, is to be wisely arbitrary (for discussion of the problem of bemg' arbItrary, see 
Nunnally 1967)., 

There are two major potential gains from assigning numbers to ?rdered, cat~gorie~. 
First this procedure improves measurement by taking advantage of any mformatIOn m ad~l­
tion to the fact of ordering--numbers put more substance into measurement. Second, conSId­
erably more powerful techniques can be used in the analysis of ~nterval as, opposed to 
ordinal data techniques which t.hereby increase the chances of learmng somethmg pew. In 
contrast to these two potential gains, that is, better measurement and better analysIs, there 
appears ~o be little in the way of potential costs. (See, for example, Anderson 1961). 

Several ~ethods have been proposed for the assignment of numbers to ordered cate­
gories (Abelson and Tukey 1959; Shepard 1966). Tufte (1970) summarizes these in three 
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simple but useful rules: (1) assignment should incorporate the investigator's substantive 
understanding of the variable measured; (2) simple linear assignment of numbers to cate­
gories usually won't do (in any event it is not more statistically conservative than any ot.her 
assignment); and (3) assignment should often be made so that the distribution of counts 
looks something like a normal distribution. Above all else, dichotomizing is the poorest 
strategy that can be imposed on data and should never be considered. Even with the choice 
of the optimal cutting point, a major amount of information is lost by dichotomizing data. 

Avoiding Correlation Coefficients 

Correlation coefficients are often used to summarize a relationship between two 
variables. Such coefficients have serious defects, however, and are probably vastly over­
used in evaluation research; indeed, Tukey (1954, p. 38) has recommended that "most cor­
relation coefficients should never be calculated." Correlation is a poor way to summarize 
actual data as revealed in scatterplots, since plots with great variation (markedly linear, 
curvilinear, cloudlike except for extreme outliers, and the like) can have the same coeffi­
cients of correlation. For this reason, any computer program, that produces a correlation 
matrix should also produce scatterplots of the relationships, aird correlation coefficients and 
plots ought to be considered together in analysis and evaluation. The major advantage of 
scatterplots and other graphical procedures is that they allow the evaluator to decide how 
much to learn from the data, instead of having the relationship summari?ed--perhaps unrec­
ognizably so--by a correlation coefficient or other summary statistic .. Also, measurement 
error reduces the correlation between measures, a phenomenon referred to as "attenuation." 
Although certain reliabilitY estimates can be used to correct for attenuation, such estimations 
are difficult to make." Attenuation is not a major problem with simple correlations, but can 
seriously affect results obtained from partial correlations, partial regression weights, and the 
analysis of covariance or analysis of variance with gain scores. 

The shortcomings of correlation coefficients are not mitigated by mGTe complex models 
using partial correlations, such as causal or path models that depend on standardized 
regression coefficients (Forbes and Tufte 1968). Similarly, correlations between typical 
ratios or indexes (for example, welfare expenditures per capita) are also misleading, and the 
questions they are designed to answer can be more usefully framed as regression problems 
(Kuh and Meyer 1955; Wallis and Roberts 1956). Scatterplots and regression coefficients are 
more useful than correlations, especially when increments along the sCales of each variable 
make some sort of substantive sense. In general, the safest procedure is to use both 
correlation and regression coefficients when they are meaningful. --

Fitting Lines to Data 

Evaluation researchers have tended to ignor~ the useful regression procedures that fit 
lines to data. Fitting lines to relationships between variables (or variables that have been 
transformed) and then examining the deviations (residuals) off the fitted line by scatterplots 
and graphs has at least four virtues. First, in order to do regression analysis, the 
researcher must have a fairly clear idea of just what is to be explained; this must include 
some notion of causality, with both a dependent (response) variable and one or more inde­
pendent (explanatory) variables. Second, fitting lines to data generates residuals (those 
parts of the variation in the dependent variable left unexplained by the describing vari­
abIes), and analysis of residuals is a major tool for further discovery. Third, the resulting 
regression coefficients, especially if they are unstandardized, can have substantive meaning 
and policy implications. And last, a large body of useful experience in the application of 
regression methods to substantive problems has been built up by econometricians; their 
advice to evaluation researchers is often more useful than that of other sorts of statisticians. 

The analysis of residuals deserves particular attention in prevention evaluation. 
Usually the independent variables selected a priori do not account for all the variation in the 
dependent variable of interest. Trying to find something that will explain some of the 
residual variation helps to discover the unanticipateo. in a data set. 
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f~~:d ili~~al f~:e~:C~n o~~~r~~~~;~s loo:k r::i~eal~h~I: ~~~~~o~ho~a~~l::e r:~~u~~~a;E~n ~~~ 
the b l' 'th residuals of the same SIze ave m common, • 
~~:id~~~t o~~~~, t~ ~e:~~~~ ~ the following ways: a b~Si:g:~~s~h~it~~~~ri~?~~ib~f i[~;u(~~ 
(2) against varIable~ WhICh have hee~ ,em~oY~~t aSsuch as time' (4) identified according to 
against variables WhICh w~r~ not use mel" 0 Whether the residual is or is not 
some meaningful ~haract~rIstIc, for dex~m~e, fc~ordI~ tfitted summary; and (5) ordered in 
from an observatIOn WhICh was use m ev~ o~mg ,e d 1 of em irical quantiles 
pro~ability pl?ts, with empiricadl,c~lI.l~l~ve d~~lba~ti~e P~~1~'n~~mar. ot~lthough all such plots 
agamst quantIles of reference IS rl u ons s '1 't' f re important that they 
pro~de indications of th~ sprefa? ~! ~~af~~~i~~af:s~,~ ~~n~iJ~e ai~cli~ations of distributional combme palatable sUffilI.larIes 0 ~n IV , 1 
peculiarities of the entire collectIOn of resIduals. 

Standard mathematical trans~ormations and ~~y ~!he~o~~~~e~r~ftt~~~nff~~s i~o ~~t~~se~~~~ 
values of variables can play an hlmportant rO.le th all~w the use of linear techniques to fit 
transformatio~s are usef~l for t rdeel retaso:~,. th~yy often point to substantive results; and 
rather complIcated, nonlmear m? e s ? ,a a, ~ 'such as normality and 
they help data to satisfy certau: statisti~ally deSIrable P~°cfne:~:s the straightforward essay 
stability of variance. The best m~oduCti°nn;~r tr:~J!f~~~to linear fit problems, see Draper by J, Kruskal (1968). For conver ng non 
and Smith (1966). 

Transformations are also useful in analysis of percentages, For example(, it is pot 
h ' d'fference between two percentages· say a lve 

always appropriate to assume t at ~ gIven 1 equal difference between t~o other (differeJ.lt) 
percent mcrease) has the slame m~ant~g ah an it is appropriate take into account that a fIve 
percenta\iJes. The da~a ana yst S?U , v:. en the base' is actually often a bigger and 
percent mcrease startmg from a hIgh pe4 centage as of ercenta e change beginning at 
more important substantIve chang~ than t~e s~me a~oc~nt the fails of pgercentage distributions 
some lower initial level, When thIS r~asonmg IS cor : d 0 riate tests of significance 
ought to be stretched by transformations of p,ercentage~ a~ aPl~ P and Sheffield 1955 and 
made, (A number of options are presented In Hovlan, urns ame, 
!n Kruskal 1968,) 

d b Kl't (1975) it is often too easy to transform One caveat is in order, As note y 1 zner, , '" , for transformations (for 
data which shoul? not, be tranrormed, S~~~~~~~~~y JU~f~~~ti~~nnormal distributions, or 
example, convergmg eVidence 0 response , actions in nontransformed data) should 
theoretical reasons ,to doubt patterrs s~h a: ~!~r data should generally be used whenev~r 
precede data analytic concerns, an ~~n ~~~ ~ masking important effects, and of comph-
possible Data transformations run e ri f ' test 
cating the relationship between data analysis and the phenomenon 0 m er , 

, '1 I' in the social and policy sciences that 
This, th~n, is the new vi dew of Jt~tl:ca ~e~~sI~ubric of "exploratory" data analysis, 

has emerged m the past deca ,e un et e ,ge d role the distinction between 
With this appro~ch, significance ~ests are gIven a seco~or~7tation 'is used only as a par'tial 
interval and ordmal, measurilient IS of~n f.i~:;d~f ~rn~s and examination of residuals; oft~n 
first step in analysls. ~ur er~ore, h e i! "levated to a central activity. This approach IS 
with the aide of scatterp ots an, ,gr~p d s ! d~ta and exposing new relationships therein, as 
aimed at discovering the una~tiClpa e ~n h b ut what is going on in a data set of 
well as informing users of SOCIal and ~Ol~cYr~e~ea~at a f~wer and fewer applications of statis­
interest. Giv~n these develoP~llenbts, I JS \ye 10 summarize large bodies of numbers, or to 
tical methods m the future WI e use on , , 1 ''f e 
confirm the results of these analyses using tests of statlstica sigm lcanc . 

INTERVENTION DATA STRUCTURES 

, 1" 1 s the tools required to estimate Data analysis f~r outco~e and Impact. eva uation mvot:e have an effect, whether this 
whether particular, mterv~ntlO~s (trheatment 'tO~ tr~a~~n ef£ect whether it differs from the 
effect is in a desIrable dIrectIOn, t e magm u eo, 
effects of other interventions, and so on. 
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I 
I In order to appreciate the wide range of diverse statistical techniques available to 

analyze evaluation data, it is helpful to view such data as necessarily structured along five 
dimensions with respect to the policy intervention (treatmellt): 

• A time frame (i. e., "before and after" measurements or multiple 
observations-of a time series). 

• The possibility of a control grouE (which might be units of analysis 
not given the treatment, chosen y randomized design or some type 
of self-selection). 

• Existence of a pretest (i. e., a measurement or measurements rr~or 
to the intervention); this might be simply norms for the popu ation 
or similar populations. 

• The possibility of se%arate samples within treatments, for which 
observations might e made either before or after treatment (thus 
introducing something of a control group). 

• Random assignment of units to groups (which permits one to assume 
that the groups are approximately equivalent). 

Note that these five features are dimensions of evaluation data, not necessarily of 
evaluation research desiHns. Although such designs can be locateacm the five dimensions 
(see figure 9), data anaysis for prevention evaluation is possible using data sets that have 
not been designed (or have been poorly designed) to test policy interventi.ons. Indeed, 
statisticians are routinely called upon to reach evaluative conclusions long after research has 
been designed and executed. The implications for statistical analysis of each of the five 
dimensions are outlined here in turn. 

Time Frame 

If data include multiple observations, time series analysis is possible. This permits not 
only id~ntification of possible treatment effects, and measurement of their magnitude and 
direction, but also assessment of the temporal trends of effects. Trends in pretest obser­
vations maybe used to counter the effect of maturation on internal validity. Trends in 
posttest observations are particularly useful in assessing effects which are not static or 
permanent. Most general linear regression techniques can be adopted to the types of data 
structures likely to be found.. in evaluation research involving multiple observations. A 
newer approach to the analysis of time series is the autoregressive integrated moving aver­
age i(ARIMA) model developed Box and Jenkins (1976) and discussed in the context of quasi­
experiments by Cook and Campbell (1979). The major advantages of this approach include 
techniques for detrending, deseasonalizing, and correcting for autoregression. . ". 

Control Groups 

The existence of a control group, or units not given the treatment (whether by random­
ized design or some type of self-selection), permits assessment of an intervention 'with the 
state that would have obtained in its absence (in effect the comparison of two or more treat­
ments, at least one involving no change at all). Various tests for comparison of treatments 
might be employed when control groups are,., ,available, including such parametric tests as 
ordinary least squares regression and such nonparametric tests as the Wilcoxon rank-sum 

. test and the Siegel-Tukey and Smirnov-Kolmogorov tests. When assignment to the control 
group is not random, multivariate statistical procedures might be considered as a means to 
control confounding variables after the fact. Most standard evaluation research designs will 
include control groups whenever possible. 
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Figure 9. Standard Evaluation Researc~ Desig~s Located 
on Answers to Five Data AnalYSIS QuestiOns 
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Pretest 

, The existence of a pretest (observation prior to the treatment) which might involve 
sllTIply norI?s for the ~op~lation or similar populations, is not really es~ential to true experi­
ment~l desIgn; randonuzation can suffice without a pretest. Whenever randomization is not 
:p~s~Ible" however, or when sample sizes are small, pretests can serve to assure lack of 
mltial bIases between groups. Simple slope provides a straightforward measure of change 
between pre, and posttest. Such change data are provided by most standard evaluation 
!?esearch deSIgns., . 

Separate Samples Within Treatments 

Separate samples within :treatments provide an opportunity to make observations either 
pre o~ posttreatment,thus mtroducing something of a control group into the statistical 
analYSIS. Both the Separate-Sample Pretest-Posttest, and the Separate-Sample Pretest­
Posttest C:on:trol Group, are examples of quasi-experimental designs that include separate 
samp~es WIthm ,treatments (see chapter 7). As with pretest-posttest analysis, simple slope 
provldes a straIghtforward measure of change between pre- and posttest observation (which 
here are for separgte samples within the treatment). • , 

Randomization 

, R~ndomi~a?on is the k~y to true experimental design, but it is not a central consider­
ation m decIdm9' ";he l?articular type of statistical analysis of evaluation research data. 
Because randoffilza'!l0r. IS :use~ to assure ,the equivalence . (lack of initial bi{ises) among 
9!0ups, h~wever" It~ absence, IS always a sIgnal to the data analyst that multivariate statis­
tical techmques nugf1t. be consIdered (measurement of the appropriate variables permitting) as 
.a mea!ls of con~ollI!lg after :the fact for confounding variables. The probability and extent 
to WhICh randonuzatIOn, does ,m fact render groups equivalent is a function of sample size of 
course-~a ~eco~d way ~n WhICh, randomiza~on ~an, ent.er into the analysis of evaluation d~ta. 
~a~donuzation IS particularly Important m dIstingUIshing Pretest-Posttest Control Group 
d~slgn ,da~a from ~at generated by Nonequivalent Control Group designs and regression 
discontinuIty analYSIS (Thistlethwaite and Campbell 1960). 

MULTIPLE POPULATIONS 

Evaluation res~archers ?~ten obt!lin data from different populations (control versus 
~eatmet:t groups, different cIties, regI~ns, schools, and school systems, and so on). Often 

e, deSIre or n~ed to pool such data raIses the question of the degree of homogeneity amon 
vanrJUs populations, and the stati~tical validity and shortcomings of pooling. Goodmag 

, (1~73), presents methods for, analyzmg ,the homogeneity and heteJ;ogeneity of data cross­
claosIfI~d for seve~al., pqpulations. H~ mtroduces a threefold .. classification of models: (1) 
~hose that assume 'complete homogeneIty" among the tables, {2) those that assume "complete 
~ete:;?gertdty" among the tabl~s, and (3) those that allow' "partial homogeneity." Goodman 
t197:--), also, extends ,the stepWIse procedures originally presented for log-linear analysis of 
multidimen810nal c~n?ng~ncy tables. He also introduces lIguided" and "unguided" selection 
methods and "multidirectional" ITlethods. . 

Ecological Inference 

When appropriat~, individual level data are not available, social scientists and evaluation 
~esear{!hers have routmely used aggregate data to make inferences about individuals Such 
mference across l~vels, of aggregation, sometimes called "cross level inference II can b~ either 
downward (ecologIcal mference) or upward (individualistic inference); the tlatter refers to 
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the use of individual level data to make inferences about aggregate level effects (the terms 
"individual" and "aggr~gate" refer :to units of analysis; an individual need not be a person). 

Such practices have been frequently critized in the past three decades, ever since a 
paper by Robinson (1950) demonstrated that correlations between variables at the aggregate 
level differ from correlations between the same variables at the individual level. From this 
finding Robinson concluded that researchers should not use aggregate data to study individ­
uals ; those who did were said to be guilty of the ecological fallacy. The analogous short­
coming of upward cross leveL inference is know as the individualistic fallacy (Alker 1969). 

Because of the unavailabl'lity of individual level data for many areas of interest to social 
scientists' and policy researchl~rs, there have been many attempts to modify the strict prohi­
bition against downward crosls level inference. This problem is of particular interest to 
prevention evaluators because: data on illicit substance use and other illegal activities are 
often available only as aggre~rates. The most importcmt conclusion of thesa discussions has 
been that aggregate data do lilOt always yield biased estimates of individual level unstandard­
ized regression coefficients (Goodman 1953, 1959) . This conclusion has two implications: 
(1) there are certain cases where, except for possible loss of efficiency (that is, the vari­
ance of the coefficient cif regression of means on means is usually greater than that for the 
regression of individual values; see Hannan tind Burstein 1974), downward cross level infer­
ence can be made with impunity; and (2) if downwi;lrd cross level inference is made, regres­
sion coefficients should be used instead of correlation coefficients. 

Following the finding that an aggregate level regression coefficient need not differ from 
its individual level counterpart, several studies sought to determine the conditions under 
which the regression coefficients do not differ, that is, the conditions under which cross 
level bias is absent. These efforts have proceeded along two discernible lines of inquiry: 
the contextual effects approach, which views such effects as the major source of bias 
(Hammond 1973; Przeworski 1974); and the structural equations or causal models approach 
(Blalock 1964; Hannan 1971a and 1971b; Hannan and Burstein 1974), which formulates bias in 
terms of path models and 'USEIS econometric techniques to determine the expected value of the 
parameters. 

Hammond (1973) suggests a link between contextual effects theory and cross level 
inference. Hannan and Burstein (1974) c.QJJllsel researchers faced with the question of cross 
level inference to consider the effects of tile variable by which the data are grouped (school 
distriCts, counties, and so or,~); in the bivariate case, at least, aggregate data give unbiased 
estimates of the individual li~vel relationships when any of the following is true: (1) the 
grouping variable is uncorrel~~ted with the dependent variabl.a controlling for the independent 
variable; (2) both the grouping and independent variables are uncorrelated; or (3) the 
variance of the independent v,iariable equals the variance of its group mean. 

Recent work by Firebau~1h (197~? combines the two approaches by employing contextual 
effects models in a structural equation framework. This generates a parsimonious rule--the 
Group Mean (of the independl~nt variable) Rule--for making inferences about individual level 
relationShips from aggregate data.· The Group Mean Rule states: bias is absent when, and 
only when, the group mean :of the independent variable has no effect on the dependent 
variable controlling for the direct effect of the independent variable itself (that is, when the 
dependent variable is regressed on hoth the independent variable and the group means, the 
regression coefficient for the laltter equals zero). 

The Group Mean Rule lin~fs cross level bias to theory on group effects, which is well 
known in the social science lit~\rature (for example, Blau 1960) t and hence provides theoret­
ical leverage to the researcher j'tYho must determine whether cross level inference is legitimate 
in a particular case. The Gr()up Mean Rule is also easily generalizable analytically to the 
multivariate case, which is important because there are formidable obstacles to analytical 
investigations of the effects of g'rouping in regression models containing, two or more. 
regressors. 

\ 

Often, researchers faced with possible cross level bias do not have individual level 
data, and hence cannot empirically deterrriine whether their data conform to the Group Mean 
Rule. This is a problem with downward cross level inference, however, and does not differ 
in principle from the specification problem faced in all causal analyses. In regression anal-
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ysis, the researcher must' always make af:: ' 
these. assumptions only rarely can be te~:e~~~o~~ '" a~out the data used, and the validity of 
grounds. pIrl_a y, rather than decided on theoretical 

ANALYZING QUALITATIVE OR CATEGORICAL DATA 

, In many prevention evaluations th ' , 
Unlike quantitative variables qu l'tatl e Important varlables are qualitative in nature 
gorical, nominal, or discret~ var~!es)e p~~~n (refe~red, ~o ~n various literature as cate~ 
ment~ , They include nominal variables like 't t1 c assIflCations, rather than to measure-
marrIed. separated divorced and so 0 marl a status, for WhICh the categories (single 
abIes such as attit~des toward Ie alizatior;[ are uI;t?rdered. They also include ordinal vari~ 
amo~nt of education (grade school high ~ TarIJlfna (unfavorable, neutral, favorable) or 
gor~es are ordered. Just as rnl~be sc 00, <:0 ege, ,postgraduate), in 'Which the cate-
varlable, categories or classes are ~:so~i:tedS~~~te~ WIJh

I 
thl elf "values" o~ a, quantitative 

, , e eve s of a quahtative variable. 
TradItional methods of cross-tabular a I 'f " 

quate for answering many of the question na YtilS 10 qualita,tive varia~les have proven inade­
the recent development of more a's rou ~e '! posed m preventIOn. At the same time 
of ~s~ociat~d computer programs ~p~~~r~!~ st?tlstica~ methods, toge0 er with the availabilitY 
m~lti~lmenslOnal cross-tabular data in totall e ~~wPossible (and rela~vely easy) to approach 
YSIS m general (for a comprehensive text y ;~hs. W?rk on dIscrete multivariate anal­
Goodman'~ work on hierarchical and log-ll see IOJ

d 
~P, ,Flenbe~g, and Holland 1974), and 

tog~ther m Goodman 1978) adresses the near. mo e s m particular (conveniently drawn 
matic and unified approach 'to the analysis ~~a~~~W~~ti~~s~a~t~~er's pressing need for a syste-

This new approach includes procedure f b 'ld' , , · 
poth~se~ pertaining to qualitative data ~h or Ul mg statistIcal models and testing hy-
Iden1?-fymg .relevant interaction effects a~on e r~neral ap~roach has proven valuable for 
rela~vely sImple structures underlying seemIn 1u way I conting~ncy ~ables, and for revealing 
Ap~hcations of the approach are virtually If! \ cdomP

b ex ~elationshII?s among the variables. 
baSIC academic disciplines. un Iml e, oth m evaluation research and in the 

Goodman's Work - Hierarchical and Log-Linear Models 

Particularly useful has been the s st f ' 
G00dmdman in a spate of papers between r96~m a~d f~f5tin(~~ncYb· -table analysis developed by 
Goo .an 1978). Goodman's system consists f ., e est of these are reprinted in 
s~heme for making significance tests by 0 tWf !,o!;pcally ?nd practically distinct parts: a 
~lques known as "log-linear models" f!1e~ns ~ hIerarchIcal models ," and a set of tech-
tions: tests for the significance of . arti~rrarchIc~l models have several important applica­
where the control variable has an ~nlimite~rrela~ons; tests for, interactions (specifications) 
~three ?T more variable) interactions' and suc~~mt e~ tOf categorIes; t~sts for higher order 
m ~ontingency tables (all of these ~re uses c . s a ~ments of what IS ,and is not going on 
~aVls 1974). None of these tools had been are. aescrl~ed clearly and m familiar terms by 
non r~s~arche:s prior to Goodman's work on hi~~~~~h ~Vfllable to sC<:ial scientists and evalua­
able. InSIght mto the general properties of cro t lba 1 m?dels, WhICh also affords consider-
tests. ss- a u ations and the logic Of significance 

Log-linear models are based on maxim l'k l'h 
~ystem f?r analyzing cross~tabular data ~ 1 e 1 ood me~ods, and provide a more unified 
mteractions" in the multidimensional co~ting he gere~tl l~thg-lmear formulation incorporates all 

the variable::; as dependent on the oth enc~ a, e WI out the need to designate some of 
a~e found in Goodman 1978 chapters 3:~s (applIcations of this formulation to five data sets 
dIrect estimation methods for multiple cl1;Sif~0~dman h~~ de~el?ped stepWise procedures and 
gous. to the classical stepwise re ression m lea on mo e ?Ulldmg that are somewhat analo­
deleting terms (backwards elimin;tion) for ethod~ fo!, addmg terms (forward selection) and 
trated in Goodman 1971 and 1973.) quantItatIve models, (These methods are illus-
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Logit Regression 

Goodman's log-linear models subsume his earlier work on the logit model (Goodman 
197~), a modified multiple regression approach to the analysis of dichotoII}ous variables. The 
modlfie~ aPI?l'oach, is designed especially, for use with qualitative data, particularly a simple 
regreSSIOn In WhICh the dependent varIable and all the explanatory variables are dichot­
omo~s . In this case, classical assmnptions underlying regression analysis are violated. 
Particularly troublesome, when the dependent variable is dichotomous, is the fact that the 
lea~t-squares method of regression estimation can yield probability estimates outside the 
defmed range of zero to one. Goodman's modified approach is to use the logit model in place 
of the usual linear regression model and to use maximum likelihood estimation procedures in 
place of least squares. 

, Because Goodman's logit regression is designed especially for qualitative data, eval­
ua~on researchers ought to use this approach in place of traditional regression whenever 
theIr dependent variable can be treated as dichotomous. The parameters of the multiplicative 
version of the logit model have certain similarities to the parameters (regression coefficients) 
of a dummy variable regression model: just as the latter parameters express changes in 
pro?~bilities , the former express ,c?anges in o~ds (probabilitie~ are converted to odds by 
dlVIdmg the correspondmg probabIlIty by one mInus the probabIlity; odds are converted to 
probabilities by dividing the corresponding odosny one J?lus the odds). The traditional 
regression approach (using dummy variables) often yields mterpretations similar to those of 
the logit approach, but the traditional model usually does not fit the data as well as the 
corresponding logit model, and often yields different conclusions (for a clear and compelling 
example, see Goodman 1978, chapter 2). 

Grizzle, Starmer, and Koch (1969) and Theil (1970) have also introduced logit models 
somewhat similar to Goodman's, with the important difference that estimation methods and 
analysis are based on weighted least-squares procedures rather than maximum-likelihood 
estimates. Weighted least-squares estimates have somewhat larger variance than maximum­
likelihood estimates (see Rao 1965). It is also more difficult to use the methods proposed by 
Grizz,le, Starmer, and Koch and by Theil than those of Goodman, at least for four-way 
(Goodman 1972) and five-way (Goodman 1970) contingency tables. 

Although logit regression based on maximum likelihood estimation is a worthy replace­
ment for traditional regression techniques, espeCially for qualitative data, it is not a substi­
tute for more general log-linear analysis. Whenever (l single dichotomous vanaole can be 
viewed as the dependent variable of interest, logit regression can be employed. When this 
is not the case, and several variables are to be analyzed simultaneously as a function of 
each other without designation of independent and dependent variables, logit regression is 
inappropriate, and the more general techniques of log-linear modeling (Goodman 1978) ought 
to be considernd. 

Traditional Regression, Logit, and Log-Linear Models 

The logit model is a special case of the general log-linear model where the parameters 
associated with the explanatory variables are considered fixed. Like the traditional regres­
sion model, the logit model expresses a conditional relationship between the dependent 
(response) v~riable and fixed values of the independent (explanatory) variables. The more 
general log-lmear model, --OY-cotltrast, can also be formulated when all variables are depen­
dent (responses), and hence all parameters are free to vary. For this reason, log-linear 
moqels are more g~neral than even ~e traditional re~ression approach as most generally 
defmed. With log-lmear models, vaI'lables can be deslgnated dependent on other variables 
(as in the logit model) or each variable can be analyzed simultaneously as a function of all 
others without designation of independent and dependent variables. The log-linear model 
can also be extended to quantitative explanatory variables or to a mixture of qualitative and 
quantitative explanatory variables (for example, see Nerlove and Press 1973; Haberman 
1974). 
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There are at least two oth.er respects in which Goodman's log-linear approach is more 
general than traditional regression, to the advantage of evaluation researchers. First, a 
central place in Goodman's hierarchical system is occupied by interaction effects, which are 
o,ften important in evaluation research applications, but which can be incorporated in tradi­
tionql regression models only as products of the independent variables. This is a clumsy 
approach, at best, and results are often difficult to interpret because they depend on 
whether the independent variables are standardized, along with other related issues (see 
Mosteller and Tukey 1977). Although interpretive difficulties are also encou.ntered when ~oodman 's approach is extended to quantitative variables, for qualitative data his symmetric 
Interactions have a natur~l interpretation within the context of his hierarchical system. 
Moreover 1 his "saturated"" model includes all possible interaction effects, while traditional 
regression models are typically assumed to De linear with no interar;tions at all, or at most a small number added arbitrarily. ' 

The second way that Goodman's log-linear models are more general than regression 
models, to the advantage of evaluation research is that the former depend less on classical 
distribution assumptions. Normality is assumed in the analysis of a quantitative dependent 
variable using traditional regression techniques. In actual practice, including many preven­
tion evaluation applications, the dependent variable of interest may be far from normally 
distributed around a regression line (extreme deviations form the classical assumptions occur 
When the dependent variable is dichotomous, or consists of only a small number of discrete 
categories). Because of these practical realities, log-linear models are often better suited to evaluation research. 

The New Latent Structure and Scaling Models 

L~tent structure and scaling models are necessary considerations for evaluation re­
searchers because many of the phenomena of interest in evaluation are not subject to direct 
m~asur:ement. For example, classification of a personality type, assessment of degree of 
alIenation, diagnosis of a Psychological syndrome or medical disorder, all require indirect 
observations on a set of indicators or symptoms of the phenomenon to be measured. Because 
these indicators are often qualitatiVe variables (categorical, nOminal, or discrete), recent 
developments in discrete multivariate analysis in general (see Bishop et al. 1974), and 
Goodman's work on hierarchical and log-lihear models (collec;ted in Goodman 1978) in partic­
ular, have revolutionized latent structure and scaling models in the past decade--the culmina­tion of a half century's work in the area. 

Lil~ert (19~2) first ,proposed the ,method of additive scales in which response categories 
are aSSIgned SImple weIghts" (such as zero or one for dichotomous items); each subject's 
score is the sum of scores on individual items. Guttman (1950) suggested modifying Likert's 
approach to allow some response categories to have greater weight in a subject's scale score; 
the Guttman method is to select weights for the categories that maximize internal consistency, 
Although both the Likert and Guttman approaches assume that all items measure the same 
phenomenon, neither includes a statistical test to decide 'the degree to which this assumption 
holds. Guttman (1944) also invented scalogram analysis, the major goal of which is to deter­
mine the extent to which a set of items constitutes a pure scale (as defined by Guttman). 
His ind~.x of reproducibility, however, is drastically affected by the distributions of items, . 
as shown by Festinger (1947), and is sometimes large even when items are relatively unrelated. , 

. A general mathematical model foI' latent structure was· first provided by Lazarsfeld 
(1950). He related the probability of responding in each category of each item (and the 
joint probability associated with the response pattern for all items) to an underlying latent 
variable. , This approach, which Lazarsfeld called latent structv,re analysis, is quite general, 
and can, Is~late such response tend~ncies as the, acquiesc~!lt respo:nse set (the tendency to 
agree With Items) and the extreme response set (the tendency to Ignore. extreme categories 
when these number five or more). Unfortunately, the problem of developing an efficient 
estimation algorithm to use with the general latent structure model has until recently pre,:, vented wide application of Lazarsfeld's work. 
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. " bI" ." b Goodman (1974a, 1974b) of two papers 
A breakthrough came m 1974 WIJhl pu Ic~tlOincJrporated into the g-eneral framework of 

which show how latent structure rno e scan e G dman explored a wide range of causal 
the log-linear model (Goodman 1978d Part y. f ~~ors and imperfectly measured outcomes. 
models which permit both unobserve causa ve a nstruct tests and indexes for measurement 
These models can be ,used to a~lyze, gata 0prli~~b~lity and flexibility of his models, Goo~an 
and prediction. To Illustrate e WI e ap '1 anal zed by other researchers, WIth 
(1975) applied them to severa~ data, s~ts, pre'flous i Gutt~an's scaling model can be formu­
strikingly different results. HIS baSIC mlslght ISd tra with appropriate maximum likelihood and 
lated as a" special case ~f a n~w ,la~e~ c ass m~lee the identification of an additional class of 
chi-square goodness,-of-,flt, statIstics, 1 bels~1 ~na data that do not fit Guttman's model. They sub 'ects that are "mtrmsically unsca a ~ m , fur~her provide a corresponding increase m goodness-of-flt. 

1 tr ture measurement models including both Goodman consi?ers ,a, wid.e range of atent-s~ uc reSE:nts si:i1ple methods for de~erll1jning 
identifiable and umdentlflable 'donesi ~or e~~h n nt~e~ are not he describes restrictions that 
whether their parameters are 1 entl la ,e, ,e th aramete~s Goodman IS class of latent 
might be imposed (if reasonable) to Idh~fY l~gtus to thp' quantitative factor analytic 
structure measurement m°thdel~ ,is. sOl,mewr a st:~~tural relation~hips (Joreskog 1969.1 1971; models and models hypo eSlzlng mea " 
Jtlreskog and Sorbom 1977). 

LIKELIHOOD INFERENCE 

l' rcations in social science (see the Throughout the development of path-an? ytlc apPe~tered on the logic of the correct 
collection of papers in Blalock 1971)" bftentlOnd ~~s w~ether the data agree with the model. 
choice of and relationship betwee1 ~arI: ilis , e a~uestions from the opposite direction, that is,j. 
Few attempts have been made to 00 ah es t measure the relationships are the best, or n 
to determine whether the dP,artamyetero~e~ {ss~yso 0 supported by the data. some other perhaps contra IC or m . 

, h 'd development of the modern computer and 
. In the past t~o decades, With t e ra~~ftware) statistics have advanced rapidly on 

computing technologIes (both hard~ard r~k~lar intere~t to evaluation researchers, are (1) 
several fronts. The two areas ~, pa th d ta and (2) developments of techmques for 
improvements in the model desen mq e h a , d I The first' text summarizing recent 
drawing infer:ences from the dr: s~~~:ln s;ie~ti~~ ~s· that of Lindsey (1973).' developments m these two areas 0 

1 ' , ocial science centered on least-squares The traditional, approach to data ana YS~ mthat data follo~ a normal distribution; this 
reg:r;ession mo~els, IS founded on t~e 1 a~su~~e;n statistical inferences simple in pr~eorI~puter 
is J)rimarily be~ause It '0 was f ess~, a tr~ditional regression approach, ~as, the estimation of 
tim~~~. One malor advance, or IS . 1 sel a normal distnbution (Box and Cox 
transformations which make the dat;a fol~ow more co kin data fit the model, replaces t~e 
1964) The more modern alternatIVe, mstead of, Il,la ~e data For the dichotomous varI­
norm~l distribution wit~ distribu~ions ft~tier des~;~~i (treatme~t-control, pretest-pos~tes~t 
abIes that are often mduded m mu lp e oregr: whirh' are described logistic models; thIS 
failure-success t ,and, so Qn),' sde~ C~~ d (19y7 (i97~n chapter 3), with extensions to cover the logistic formulation IS descrIbe m In se ., 
polychotomous case. , 

, , ti aI infe~ences from data, given a model, " In the second area, that of qrawmg st,at~s C t tisticians These arEl:') the classical or 
three main schools of thought, contm';le t~o~l;'d~~c: intervals 'and hypothesis tes~ing; ~he 
Neyman~Pearson school, associated, WIth b bTto.l-"s' and the Fisherian school, assoCIated WIth 
Bayesian school, associated with prIor P~f a ~ }.;1\~ "t is the Fisherianapproach, originally 
inference using likelihood fu~ctlons. . ese ~s I en'o ed a renaissance since the computer 
proposed in the 1920's (s~e ~Isher 1th956), thrt ~'oru-.c~f Ysocial science and evaluation models. has made feasible its applIcation to e comp lea 1 ~'\.!. 

, th 1 'c 1 and Bayesian approaches--and Fisher's Jikelihood approach in c.omparlson to e ~o~~~r~ed--has three main advat:t~ges: 
insofCl.r as social scien~e al,ld evaluation ;estea~c: ~~~el is exploited, (2) an absolute mmImu~ 
(1) all of the informa~lOn l~ t~e data ad .ou d 1 (3) the data analyst may proceed from thIS of restrictive assumptions IS mtroduce , an 
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approach to either of the others (but not necessarily in the reverse direction). A paper 
describing likelihood inference in a way most accessible to the evaluation researcher is Sprott 
and Kalbfleisch (1965); see also the textbooks by Kalbfleisch (1971) ,and .Edwards (1972). 

What do these improvements in the models describing data, and in the techniques for 
drawing inferences from. data given a model, mean for evaluation research? The use of 
improved models means that social processes under study can be described more accurately 
~md tha~ b~tter. insight will be provided i?-to how these processes operate. The loss of 
Information m dIchotomous data can be aVOIded, for example. The use of better inference 
procedures means that the maximum amount of accurate information about a model can be 
dra~ from a given data set. (Determining whether an effect is large or small may often be 
meanmgless, because the data can provide an estimate of a large effect but also indicate that 
the effect could almost as plausibly not exist, or conversely that a small effect is implausibly 
zero.) 

Even when such analysis requires prohibitively many calculatioI}s, logistic models might 
still be used because the amount of computation is usually about the same as for path analy­
sis using linear regression. In addition, all of the information about effects in the data is 
used. Methods of making approximate likelihood inferences with a minimmn of calculations 
are described in Lindsey (1973, chapter 3). 

NONP ARAMETRIC STATISTICS 

Nonparametric statistics are sometimes called "distribution free" statistics; actually both 
terms are misleading. Nonparametric statistical tests do not involve distributions that have 
no paranleters I nor can a population be "distribution free." Both terms refer to a large 
category of tests which do not require the normality assumption or any other assumption that .. 
specifies the exact form of the population. Some assumptions about the nature of the popula­
tion are required in all non parametric tests, however, but these assumptions are generally 
weaker and less restrictive than those required in parametric tests. 

. The place of nonparametric statistics jn social and policy sciences was established by 
SIegel (1956). A good many of the nonparametric procedures c"an be easily understood by 
those with little mathematical training. More recent procedures have been summar~zed in 
texts by Bradley (1968) and Pierce (1970); for a more mathematical treatment, see Lehmann 
(1975). Savage (1953) has compiled an extensive bibliography of nonparametric methods. 

What are the advantages of nonparametric tests as compared to tests such as the t-test 
for the difference of means? In using the t-test, it is necessary to assume an interval scale 
and a normal population distr~bution (the latter assumption can often be relaxed). Therefore 
nonparametric statistics will be most useful wheI).ever either of the two classical assumptions 
is not met, that is, when it is legitimately impossible to assume an interval scale, or when 
the sample is small and normality cannot be assumed. Because nonparametric tests involve 
weaker assumptions than the t-test for the difference in means, they may not take advantage 
of all available information. If any interval scale can be approximated from the ordering of 
scores, for example, and if the normality assumption can either be approximated or relaxed­
-in the case of larger samples--the t-test will ordinarily be preferred to one of the nonpara­
metrtc alternatives (Blalock 1972). 

In more ambiguous cases, the choice between classical and nonparametric tests amounts 
to a choice between the greater power of the former and the weaker assumptions of the 
latter. Weaker assumptions are desirable because, if results ofa test call for rejection, the 
null hypothesis is more readily argued to be the single faulty assumption. Unfortunately, 
tests that require stronger assumptions are usually more powerful in the sense that their use 
involves a lower risk of Type II error. For this reason, strength of assumptions and degree 
of power work in opposite directions, and the choice between classical and nonparametric 
statistical procedures must always be evaluated accordingly. Here, as elsewhere, the choice 
between power on the one hand and alpha-level stability on the other is dictated by the 
overall goals of the evaluation effort rather than by purely statistical considerations. 

It 
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For comparing the locations of two and k independent groups, the Wilcoxon (1945) and 
Kruskal-Wallis (1952) tests respectively are efficient procedures. Wilcoxon's test requires 
two assumptions: that the samples have been randomly and independently drawn, and that 
they come from continuous popUlation distributions. As Walsh (1965) notes, when ranks are 
assigned at random to tied scores, continuity is imposed. There is considerable evidence 
(Boneau 1962; Bradley 1968) that Wilcoxon's test is highly efficient, which means that it can 
be used whenever the assumptions of the t-test are questionable. The Kruskal-Wallis test is 
a simple extension of the Wilcoxon test to k independent groups, with the same assumptions 
as the latter and similar strong evidence for high efficiency (Bradley 1968). For making 
pairwise comparisons of the k independent groups following a significant Kruskal-Wallis test, 
the Steel (1960, 1961) test is recommended. It entails multiple Wilcoxon tests but with only 
a single critical test value; tables are available which make it unnecessary to calculate even 
the single critical value (Steel's original exact tables have been extended by Miner 1966). 

For analysis of matched groups, the Sign Test and Friedman's (1937) test are suggested 
for two and k independent groups, respectively. The Sign Test has a number of advantages: 
it is completely distribution free, unlike the Wilcoxon (1949), and it has great simplicity; 
furthermore, it has been extended to permit pairwise comparisons of k matched groups 
(Miller 1966; Rhyne and Steel 1967), and it is highly efficient (Bradley 1968). 

Friedman's test assumes no interactions between treatments and blocks (Miller 1966); its 
efficiency is still not well known. For making pairwise I;ompdriscn~ of the k independent 
groups following a significant Friedman test, the Multiple-Sign test (Miller 1966) is 
recommended (for detailed tables, see Rhyne and Steel 1967). It entails a minimum of 
assumptions and, unlike the Nemenyi (1963) alternative, significance of a comparison of two 
popUlations never depends on other populations within the block. Little is known about the 
Multiple-Sign test's power and efficiency. 

In summary, the Wilcoxon, Kruskal-Wallis, Steel, Friedman, Sign, and Multiple-Sign 
tests are eminently suited for statistical analysis whenever the data clearly violate the 
classical assumptions of an interval scale, normality, homogeneity of variance, and so on. It 
does not follow, however, that the nonparametric methods, being more assumption free, 
should be used exclusively. Nor should the inference be drawn that poorly designed 
experiments can be salvaged using nonparametric statistics. 

MODELS UNDERLYING NONPARAMETRiC TESTS 

One criterion for choosing a statistical test is that it require the weakest possible 
assumptions for its validity. This feature has been largely responsible for the recent 
popularity of nonparametric methods (and the one to which theybwe their name). Although 
nonparametric methods have been restricted mostly to testing procedures, they have 
gradually come to include point and interval estimates as well as various simultaneous 
inference procedures. v However, they still do not have the kind of flexibility and applica­
bility to complex linear models that make least squares and normal theory so widely 
entrenched. 

In order to use non parametric procedures in an evalu~tiJn study, it is not necessary to 
have a population. from which the units in the study have been obtained by random sampling. 
It is, however, necessa,ry that the treatments being compared have been assigned to the 
units at random; this is the randomization modeL -,--

'The randomization model assumes that the units. of aI}alysis which are available for 
,observation in a particular study are not chosen but are given, and that they are assigned 
·either to treatment or to control groups at random. Chance enters this model only through 
the assignment of units to ·treatment or control .. 

Unfortunately, because of the simplicjty of their randomization 'assumptions, 
ranqomization models do not permit determination,]) of sample sizes and evaluation of the power 
of tests (which plays an analogous role as the J",ariance of an estimate), two factors which 
could be used to design a study. Such factors are best discussed inteTms of the population 
from which the units m the study have been sampled; this is the population model. 
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The population model assumes that the units of analysis in a particular study are drawn 
as a simple random sample from the population of potential beneficiaries of the treatment(s) 
to be evaluated, and are then assigned either to treatment or to control groups at random. 
Chance enters this model, not only through the assignment of units to treatment or control, 
but also (in a way that can be taken into account) in the selection of the units. 

There are situations in which neither randomization nor deliberate sampling are possible 
(nor are the randomization or population models appropriate). For example, consider an 
evaluation study of two or more instruments or methods, each making a number of indepen­
dent determinations of some quantity (distance, speed, temperature, and the like). Here, 
there is no possibility of random assignment, nor is the population model applicable because 
the measurements cannot be obtained as purposeful random samples from a pqpulation of such 
measurements. The various sets of measurements can often be assumed to be independent, 
however, with each set having a common distribution. Then it is possible to test the 
hypothesis of no difference between the distributions of various sets of measurements; that 
is the measurement model. 

The measurement model assumes that independent sets of measurements are obtained 
from as many instruments or by as many methods as possible. Chance enters this model 
through fluctuations in the conditions (such as during, school exam periods or two days 
before a vacation) under which the measurements are taken, fluctuations in the quantity 
being measured, and possibly physiological and psychological fluctuations in the observer. 

NEW APPROACHES TO MULTIVARIATE REGRESSION 

Regression has two distinct statistical meanings: column (local) averages, that is, 
typical values of y for fixed or nearly fixed (and hence local) values of x; and fitting a 
function or, more humbly, choosing from all posgible fits (distinguished by different con­
stants). In the classical style of regression analysis--what John Tukey has labeled the 
"over-utopian mode"--data were bent to fit assumptions convenient for both mathematical 
theory and computational practice. These assumptions include most of those commonly found 
in statistics texts, such as randomness, independency, and normal distribution (for exam­
pIes, see Draper and Smith 1966). The emerging style of data analysis--(what is often called 
"exploratory data analysis" or "EDA"~-rev~rses the older relationship between data and 
assumptions. In the new exploratory mode,tbe object is to make a data set suggest its oWn 
analysis. Particular exploratory techniques have, with a few exceptk.,ns, resisted institu .. 
tionalization, so that "exploration" remains conscientiously artifactual: new techniques can 
be invented for each new data set, and no one technique exhausts any particular problem. 

This change in the way data are analyzed, a situation which is' likely to continue for 
some years, demands that evaluation researchers concentrate less on the learning of partic­
ular techniques than on the development of flexible philosophies and styles of analysis. 
These involve at least the following six tenets: (1) the behavior of data, under techniques 
like guided regression and reexpression, can suggest the data's own analysis; (2) ad hoc 
indicators and scaling can be more informative than answers to a priori questiOJ1S; (3) resid,­
uals can contain the most important information in a regression analysis; (4) displays and 
graphs are invaluable for revealing what one .could not have expected to see in advance; (5) 
thanks to modern computer capabilities, iteration can replace the "once-through It calculation 
of many standard analytic techniques; and (6) data analysis ought to proceed through 
creative invention and trial and error, with no one technique exhausting any given analysis. 

In other words, this new perspective on regression, as codified by' Mosteller, and Tukey 
(1977), depends much less on Jnstitutionalized techniques, which must be learned and rou­
tinely applied, and general use packaged computer programs. It depends much more on the 
resolve to keep mathematical and computational conveniences subordinate to the understanding 
of one's data. " 

Seven of the 16 chapte~s in the Mostellet and Tukey text are particularly useful for 
regression in general and for;, evaluation research in particular. That text's cbapter 4 
introduces reexpression, the straightening of curves and s~atter plots in particular , which 
provides background for simple linear regression. Chapter 10 introduces a new approach, 
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grounded in robust and resistant techniques, to certain simple applications (like the measure 
of location and spread). Chapter 12 offe~s, a new per~p~ctive on the meanin~ !Ind ,purp?se 
of regression analysis. Regression coeffICIents and fItting, the latter explOIting Iterative 
techniques to make robust and resistant fits, are discussed in chapters 13 and 14. Chapter 
15 discusses the possibility of multiple fits to a ,given set of data, while chapter 16 tells how 
to explore residuals for additional fits. I 

Among the most important problems a~sociated, with the above:' themes ~r~ the following: 
collinearity, measurement error, substantive meanmg of regreSSIOn c:oefficients, so:called 
"proxy" variables, alterl1ative weighting of least squares, model selection, and appraIsal of 
multiple variables. 

The purpose of regression is to simplify the world, usually in one of five ways: by 
summarizing data, controlling distracting noise, finding causes, measurilill cau'se~, and 
predicting the future. What is good regression for one purpose may be bad regreSSIOn for 
another. To control distracting noises, for example, there are better app~0!Iches ~an the 
one used for predicting; specifically,. o~e would want to use .structural co~fficients w~llch are 
larger than the ones used for predIction. Because evaluatIOn researc~ IS necessarIly ~on­
cerned with decision making, there is increased pressure for regreSSIOns to be ";1sed for 
causal interpretations. Given this fact, e'\Tah~ation res~arc~ers. ough~ to take warnlI~g .fro~ 
the Mosteller-Tukey view of regression, that "every r~g'ressIOn ~s, an mC~)llple1,:e deSCrIption, 
because some kinds" of incompleteness are more damagmg to deCISIon making than are others. 

Regression lines can b~f,it by stages, w).th the effect of each ,independent va~iable 
removed in' turn from both the dependent variable and from all other mdependent varIables 
not alre~dy fitted: What is a good fit?--~specially when ~h~osing among alternative reexpres­
sions, possibly of both x and y? Cons~stency of des~rI~tion of ~ar!Illel sets of. d!Ita (ana­
lyzing parallel cases in p~rallel ways) I~, ~e best ~rIterIOn. , ThIS ~s usually eqUIvalent to 
another criterion: approxnnate constancy m the SIze of reSIduals \ constant spread of the 
data arpund the fitted line). 

MULTICOLLINEARITY /', 

~-==. 

'c;/~ 
When two or more independent vaJ?iables are highly intercorrelated, then it i~ difficult 

and perhaps impossible to a~s~ssY...fr independent effects on ";he qependent v:arIabl~. As 
the corr~lation between two m::f'epenijent varIables approaches umty, ,It becomes ImpOSSIble to 
tell one variable from the ather . This difficulty, called multicollinearIty, not only affects ~e 
estimates of partial slopes and partial correlations in mul1;iple regression pro~edures, but I~ 
also similarly weakens inferences based on cross tabulations (Johnston 1963, ~l?lock ,1963, 

," Farrar and Glauber 1967). Although it sometimes happens that the use of addltional mfor­
.' mation may alleviate the pr()blem of multicollinearity, i~ ofte~, ~app,ens th.at wh~n an evalu~­
tion researcher must rely on so-called "natural expernnents It WIll be nnpossible to obtaln 

"the independent variation necessary to assess the independent effects of explanatory 
variables. ;.:, 

Multicollinearity has a number" of practical consequences. Some theories that assert ~e 
importance of one variable over another, or policy deci~ions between t~o or more, alterfl;ative 
intervent;jons I while theoretically tes,table, are actually l!lc?pable of bemg tested If the mde­
pendent variables are hIghly mterecorrelated. No statistical method known o~ .lIkely to be 
developed will break this "multicollinearity deadlock" (Johnston 1963). An addItional danqer 
of multicollinearity is that the regression ,analysis i~ most cases c:an be, ~?ne as usual, WIth 
the estimates generated by collinear varIables subject to large mstabilIties. , (Farrar and 
Glauber (1967) discuss some modest palliatives.) Tufte (1970) lists three SIgnS that. ~an 
alert the analyst to" the presence of multicollinearity: (1) high cor~elations ~mong de\:)c~lbmg 
variables (2) a sizable multiple correlation for the overall regreSSIOn ~ut WIth no particular 
regression coefficient reaching significance, and (3) large change:s m the values of ";he 
regression coefficients when new variables are added to the. regreSSIOn. In some cases With 
many variabl~s, collinearity can still present a problem even If there are only modest correla-
tions among the variablef)' ' 
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AUTOCORRELATION, OR SERIAL CORRELATION 

In evaluation research, investigators are often interested in answering questions 
relating to changes which occur over time. Traditional parametric approaches include using' 
mUltiple regression and multiple analysis of variance to examine differences between groups. 
These models are based on an assumption of independence between error terms of different 
measures in the model. In time series designs, measures are often repeated. Thus, the 
error term from one measure may affect later measurement. Within data which occur natu­
rally over time, there is a tendency for recent information to be more similar to the obser­
vation which just occurred than earlier observations. This phenomenon is called positive 
autocorrelatiol1. The effect of violating the assumption of independence is to reduce the 
variance estimate for the model and increase the likelihood of finding a statistically signifi­cant result. 

If the time relationships the evaluator is concerned with occur among the independent 
or exogenous variables. the problem of autocorrelation may be solved by using lag transfor­
mations. When many past observations are used, however, the investigator must again 
become concerned with multicollinearity. Therefore, theoretical constraints on the relation­
ship among the lag functions should be developed. If the investigator is interested in using 
previous measures of the dependent variable as a predictor of/present scores, the lag func­
tion provides an unbiased estimate of the beta's; however, ",it underestimates the variance, 
requiring special estimation methods. This may be done using two-stage, least-squares 
regression or a variety of specially designed time series computer programs (for ,example, 
the Box-Jenkins 1976 technique). This is another case where plotting the residual against 
time will help prevent invalid conclusions or an incorrect choice of a theoretical model. (For 
further discussion, see Ostrom 1978 and Cook and Campbell 1979.) 

STRUCTURAL EQUATION MODELS (PATH ANALYSIS) 

Structural equation models might be expected to play an important role in the future of 
evaluation research, if only as a post hoc, multivariate alternative to designed experiments. 
A large body of useful experience in the application of regression methods to substantive 
problems has been built up by econometricians (Goldberger 1964; Malinvaud 1970; Kmenta 
1971; Theil 1971; Johnston 1972); more accessible presentations of simultaneous equation 
models are available in Wonnacott and Wonnacott (1970) and in Wallis (1973). 

Path analysis, pioneered by th~ geneticist Sewall Wright (1921) I offers a graphic 
presentation of the causal interrelationships among variables. It is based on regression 
analysis, and can provide a more useful picture of relationships among several variables than, 
is possible through other means. Because it assumes that the values on one variable are 
caused by the values on another, it is essential that dependent, independent, and exogenous 
variables be distinguished in path analysis. 

In several senses, path analysis is an extension of the ideas behind the multivariate 
elaborate model developed., by Paul Lazarsfeld and his colleagues (Lazarsfeld and Rosenberg 
1955; Rosenberg 1968) . For a concise and elementary introduction, see Babbie (1975, 
chapter 17). In the elaboration model, partial tables are used to determine the effect of 
control variables on the initially observed association between two other variables. Path ' 
analysis accomplishes the same thing through the use of standardized regression coefficients 
arranged in logical schematic diagram; the basic logic is much the same. 

The most accessible introductioilsto str,uctural equation models in" the social and policy 
sciences are Duncan (1975) and Heise (1975). Informative articles using structural equation 
models and path-analytic techniques have been collected by Blalock (1971) and Goldberger 
and Duncan (1973). A well known and highly controversial policy application of path 
analysis is that of Jencks et al. (1972). ( 
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CAUSAL MODELING OF QUALITATIVE VARIABLES , , 

, h' h sal linkages run in only one dIrection Simple recursive causal models, ,m w ,IC cr~ it models (Goodman 1972). For more 
(Duncan 1976), can be de~elope~ usmg SImple ~iables are nested (that is, one variable 
complex recursive systems, m WhICh, explanatory va variable or set which is prior to still 
or a set of variables is causally frlOr t t~ rn~~:adels' might be employed in their analysis. 
others, and so on), any nu:~ Of nese~era~~ing the analysis of simple logit models to more 
Goodman (1973) presents m~ 0, s or g " of ualitative variables. For each 
complex systems, both recurSlve and nonrecursl~:timatin q the parameters in the system, 
hypothesized system he prese~s ~e~ods tfOr ?~~ the datag and (3) partitioning the chi­
(2) testing. wh~th~r ,the hypo eSlze th is em bel used to test individual logit models or other 
square test statistic mto components d a tcand' e of the concepts and methods introduced subsystems. This work develops an ex en s som 
in Goodman (1973). 

COMPUTING RESOURC;ES FOR STATISTICAL ANALYSIS 

INTRODUCTION 

uting'resources which are available to The remainder of this, c~apter focus:s ~~c~~:! above. The, following subjects are 
:perform the types of sltatiStiC~1 an:l~: field and the types of programs available; (2) a 
adressed: (1) a genera overvl~w 0 " • (3) an evaluative discussion of the 
discussion of criteria for evaluating statIstical progr~~h are very widely used' (4) a brief 
BMDP SAS and SPSS general purpose progr~s, WI. l' and (5) a limit~d discussion 
index I of sP~~ial purpose ~tatistiClal p.roglradT:g~~~~~a~~~:"p~~a:r~s, s~broutin~ libraries, data of other available computing too s, mc u 
base management systems, and graphics software. " 

OVERVIEW OF COMPUTING RESOURCES FOR DATA ANALYSIS 

THE AVAILABll.ITY OF COMPUTING RESOURCES: ADVANCES IN HARDWARE AND SOFTWARE 

th f lyses described earlier in this chapter are Computing tools to Garry out e types, 0 ana . to use 1 The manufacture and 
now widely accessible, r~lativelY inexpenSIve.' an~:tas~ the el~ctronic computer an? its 
design of the hardware component o~~~m1utinglu~on in ilie 1970's. Z- Dramatic innovations, 
peripherals) have ';lnd~rg0t:e a techno ogica revo faster and less expensive computers. 
largely in electrOnIC CIrCUItry I have led to Stmaller ~hich h~d been prohibitively expensive, 
Researchers are now ,able to Pdurchatmse ctompu ~f:~ computer time from outside computing for their own agenCIes and epar en s. , ' . 
facilities can be purchased at lower rates and With gr~ater ease. 

., , 
(th ograms which control the computers During the 1970's, the software components, ~ ,pr " thou h less dramatic changes. 

computations and operations) have ufldergo,ne Slg~~~~a~t'workin~ knowledge of the hiero­
Fifteen years ago, a researcher w~utd typIcally ( h' FORTRAN) in order to perform 
glyphics of a sOl?histicated prograffil~g lant1u~ge wesu~aveas seen a proliferation of statistical 
data analyses usmg .a computer. d m~e elf documented English-like mnemonics. These 
programs utilizing ~~ll stl·trucdture adn t:e level of programing skills and the amount of programs have sIgmflcan y ecrease " 
learning time required to perform sophisticated data analYSIS. ,. 

, 'r ase in the number of eval-One result of this ~~ange, in comput~r so~~~r:r'~s n~r:v l~~s;onsible for computing tasks 
uators, previously UJ~lamlhar k WI~ ~or!al~~~ices regarding software resources. ,T~e remai?­
andcons~quenl tly ne~ to 'tmtanetoeacss~st thi8 new class of computer user by proVldmg a bnef der of thIS c lapter IS wri e 'I hI 
overview of the kinds of computing resources currently aval a e. 
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TYPES OF DATA ANALYSIS SOFTWARE: SOME BASIC CATEGORIES 

Programs for data analysis are commonly divided into one of three types: the general 
purpose progr~{ tne specIal purpose program, and the subroutine library. (Note: in all 
cases the term program" will be used in order to avoid the need to differentiate between 
"program, II ."p~cka,ge," and IIsystem.lI) Further, general and special purpose programs are 
comm~nly . diStin9"uIs~ed b¥ two types of processing modes: batch or interactive. The 
followmg- IS a brief dIScussIon of each of these categories. ' 

The g~neral purpose program is typically characterized by the following traits. First 
and, ~ost Importantly, it ,is general in orientation, that is, it contains a wide array of 
statistical procedures (defmed here as encompassing descriptive, analytical, . and display 
procedures) . Such a program generally contains the most commonly used techniques, such 
as ta~ulatIOn, correl~tion, ~e{!ression, analysis of variance, factor analysis, discriminant 
ana~ysis , nonparametric statistics, and plotting capabilities. Further, it contains a useful 
vanety of data management tools, including flexible file handling, and data modification/ 
selectIOn procedures. Second, the general purpose program is consistent, that is, all its 
procedures use a common control IIlanguagell--the means by which the researcher instructs 
the program to perfo~m the t~sk ~t hand. ~rsually, this control language uses an easy to 
understand syntax WIth EnglIsh-lIke mnemomcs. Third the general Durpose program is 
usu~lly integrated, in that its procedures have common data management and data analysis 
routmes . Several general purpose programs will be described later in this chapter since to 
the extent, that they have the necessary capabilities, they are usually the most' powerful 
tool, espeCIally for the non-programer. 

, ' The spe~ial purpose program, perform.s one type of statistical procedure, such as time 
senes analYSIS or cluster analysIS. TYPIcally, the special purpose program provides few 
data management tools. Often, though not necessarily, it is more difficult to use than the 
general purpose pr?gram. Some of the spedal purpose programs which perform statistical 
analyses not found m the general purpose programs will be listed later. 

The subroutine library is a collection of program modules which are t!connected" and 
IIc~lledll by a programing language, such as FORTRAN. An example is a set of subroutines 
WhICh perform a variety, of matrix operations. While useful in cases where a task cannot 
otherWIse be perform~d m a general or special purpose program, they usually require a 
great deal more expertise to use.' . 

A batch program processes one set of instructions or control specifications in a "batch II 
(for example, from cards), and returns the results in a batch (for example printed output 
from a line printer). The majority of this section focuses on batch-type programs since 
they are the most commonly available. ' 

An interactive program processes a small set of instructions from a time-sharing termi­
nal, and returns the results when requested to that terminal. The researcher can there­
fore, perform a set of hierarchically dependent tasks in one "sitting" at a timesharing termi­
n~l. Put anoth~r way,. the r~searcher can carry oJ! a continu~>us interrogative "dialogue" 
WIth t~e data VIa the mteractive program. Interactive processmg can be a very powerful 
comp:uting research method. Progress in the area of developing such programs will be 
mentIOned later, 

CRITERIA FOR EVALUATING STATISTICAL PROGRAMS 
I' 

" For any, given task, the ,resea~~her, :u~ually has access to several, and often many, 
programs WhICh have the reqUIred (l~pabIllties. The choice ,therefore should focus on a 
number of progr~ characteristics itt a?dition to the specifiC capabilities needed at the 
moment. The chOIce of program can ~)e Important, especially for the researcher who intends 
to do .a QTeat deal of computing. ,T~'e follo~ng are criteria which can be used in selecting 
progra~mg tools. Note that thl~;IS ~t:"1Jrsory treatment· of a complexpror.edure,~ The 
rea~er, IS referred for greater detaIl to '-);ire growing body of literature . on the ;}evaluation of 
statIstIcal programs, See Francis et a1. (19'/4); Heiberger (1975 a and b I 1976 a and b); 
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Kohm and Thomas (1975); Vellema~ and Welsh (1975); Francis ~nd Heiberger (1975~; Forsythe 
and Hill (1975)' Francis and Valliant (1975); Gentle (1975); Thlsted (1976); Blashfleld (1976); 
Hardy et al c1975 1977)' Velleman et al. (1977); Allen and Velleman (1977); Sours (1976); 
Berk and F~ancis c1978);' Muller (1978); Allen (1976); Ketola (1978); and JASA (1978). 

RanJIe of capabilities, It is important to examine the range of syatistica~ capabilities 
offered oy each program under consideration. Choosing a progr~n:t WIth a WIde range of 
capabilities may avoid the necessity of learning additional and unfa~lIar programs. f~r:ther , 
the range of data mana1ement c~abilities should be examined. QUIte often, ~e fle~IbllIty of 
a program in handlingiles, an performing data modification/selection tasks IS as Important 
as the statistical capabilities in the overall value of that program, 

Accuracy. Any program of significant complexity is prone to error, The degree to 
whicli a program is statistically "correctll and numerically stable is of obvious importance. 

I 

Efficiency, Some programs consume significantly more computing dollars than others to 
perform similar tasks, While this is an important criterion, personnel costs ~hould also, be 
considered, Quite often the costs for programers and analysts far outweIgh computmg 
costs. In such cases, less efficient, but easier to use programs may well be more cost 
efficient overall, ' 

Ease of settin u the control Ian ua e, The de9"re~ of diffi.culty ,in setting up a 
program to per orm a gIven tas IS an Important CrIterIon, but ~s dIffIcult to evaluate. 
First, it may be a matter of personal preference or style; sec0!l~', It may, be dependent on 
the nature of the task at hand, For example, a program ,utilIzmg fleXible gramma~ and 
syntax" may be quite useful for complex tasks, but may reqUIre an undu~ ~rnoun~ of ~Ime, to 
learn for simpler tasks, In general, '~he ~ollowing p~ogram characterIsti~s / WIll sII?phfy 
setting up the control cards: (1) EnglIsh-lIke mnemomcs; (2) f~ee ,format, ,\3) ~onslst~nt 
and easy to understand syntax; (4) effective checks on errors With mformative dIagnostics 
(see below); and (5) good documentation (see below). 

Documentatior:.. ITwo studies (Francis and Valliant 197~; Gentle 1975) suggest that 
documentation is of p1rimary importance in the effective use of a computer program for ~oth 
beginning and experienced users. In eva~?iating the quality of, a prog~am's, documentatIOn, 
three aspects are important: a program's .tutorial style, WhICh IS espeCIally Important !o the 
beginner; its usefulness, as a refereI1;ce, document, which is important ~o ~e experIenced 
user; and its documentation of the statistical formulae and computmg algorIthms. 

Output, The labeling, format, and the extent to which the user can control the form 
the output takes can help determine the usefulness of a program, 

Style of diagnostic re~ortin~. Reporting an err:0X:- (!hat is, ~ cont~ol ,c~rd specif~cation 
error or a numerical pro lem) m a cle~r and prescriptive for,m IS a, sIgmficant assel, to a 
program user, (Unfortunately, in practice, clear and helpful dIagnostic messages are seldom 
found.)" 

Extent of pr0
1

ram use, A widely used program offers sev~ral adv~ntages: re~earchers 
will be likely toind it aYr~qable at t~e vari~us computing, mstallatIOn~ they mIght ':l~e; 
consulting help will be mor.~/readilY avaIlable, smce others WIll be m?re ~Ikely to b,e famihar 
with the program; it willr,.!be easier to standardize research; and It WIll be eaSIer to do 
cooperative.~esearch. ~ 

How widely a program is used is determined by the preferences of researche~~ for its 
capabilities I and the awareness of its availability among potential users, IJ! addItion, the 
extent of use can also be determined by the range of computers and operatmg systems on 
which the program can operatc--its availability, Some, programs are "transportab,le~' or 
IIconvertable" to a wide variety of computers and operating systems; others are more hmlted, 
(For example, SAS, which will be discussed later, runs .only on ~ll IBM 360/370 model under 
IBM's as and OS/VS operating systems, and plug-compatible machmes,) 
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Batch and interactive capabilities. The· choice of a program based on its batch or 
interactive capabilities is usually determined by the researcher's personal preferences and by 
the nature of the research project. 

GENERAL PURPOSE PROGRAMS 

The general purpose program will quite o~te~ be pref~rable to a special pu~pose 
program which, performs the same type of s:tatistica~ operation,. ~or reason!3 men,?oned 
previously. Tne researcher can perform a WIde varIety of. statistical operations WIthout 
repeatedly being required to learn new and unfamiliar programs. In general purpose 
programs the syntax, grammar, input-output (I/O), and data handling are usually common to 
all operations. Such programs usually offer a wider array of data management tools. They 
are often, tho-ggh not ~lways, well documented and well maintained. Several general p~rpo~e 
programs are widely available and extensively used. For these reasons, more attention IS 
given here to a discussion of general purpose programs than to other types. 

Numerous general purpose programs were, developed in the late 60's and 70's. For the 
most part, they were developed in the academic community. The following is a partial list of 
programs and their origins: 

BMD and BMDP 

DATA-TE~T, 

MIDAS 

MINITAB 

OMNITAB 

OSIRIS 

P-STAT 

SAS 

SCSS 

SOUPAC 

SPSS 

STATJOB 

University of California, Los Angeles 

Harvard University 

University of Michigan 

The Pennsylvania State University 

National Bureau of Standards 
" 

University .of Michigan 

'Princeton University 

North Carolina State University 

University of Chicago 

University of Illinois, Champaign-Urbana 

Stanford University and the University of 

Chicago 

University of Wisconsin, Madison 

It 
" The general purpose programs listed, as we'i!"as others, are currently available for use. 

However during the mid-70's usage concentrated around a handful of such programs. 
Concurr~ntly, some of the developers have commercialized their operations, and are becoming 
increasingly competitive. 

Three of the major competitors on the marker are BMDP (Bi0l!!e!!ical !:ackage), SAS 
(Statistical ~nalysis §.ystem), and SPSS (§.tatistical !:acka9,e for, tfie. §.o,ci~l Sciences). The 
fOllowing paragraphs evaluate these three programs. The dISCUSSIOn IS lImIted" to these three 
because they generally rank the highest in terms of ease of use, range of cnpabilities, 
accuracy, documentation, and extent of use. Further I, and perhaps most importalltly, they 
are backed by well funded developers committed to their growth and success. "BMDP, SAS, 
and SPSS are under continual development and are likely to dominate the market for some 
time. Other packages may be as or more usef:ul for some types of applications, and they 
should not be ignored. However, the extensive use and the growth orientation of these 

116 

o I 

three packages coupled with their wide range of capabilities, make them prime candidates 
for the kinds.' of research under considel'ation--research which is ongoing, and which 
envisions cooperation and replicability as goals. 

The remainder of this section will compare BMDP, SAS,. and SPSS relative to six o~ the 
criteria presented earlier--the six that best distinguish these programs. The attempt IS to 
provide perspective, not to offer recommendations on which program to use. 

Ca:eabilities. Table 2 presents the capabilities of BMDP, SAS I and SPSS.. The 
information presented therein is qualified by the foll~wing: (1) the list of f~atures IS not 
exhaustive but includes those of major interest; (2) m cases where a feature IS part of the 

, th th " 1'" repertoire of all three programs, one must not as~ume at ese progTams are e~ua m 
that respect· (3) these progra111S are constantly bemg altered and nnproved, and thIS table 
will quickly' become obsolete; and .. (4) . information cited was. taken frat? the manuals 
referenced (Bro\\n 1977; Helwig ana Council 1979; Hull and Nle 1979; Nle et al. 1975 ; 
Nbrusis 1979). 

Accuracy. It.is beyond the scope of this work to do the extensive primary research 
required to evaluate the statistical and numerical accuracy of these programs. However, two 
comments may be helpful. First, with respect to accuracy, SAS and :SMDP are gen~rally well 
regarded by the statistical community (see, for example, an evaluatIOn of regreSSIOn proce­
dures, Velleman et al. 1977.) SSPS has not been so highly rated. . ~econd, by w,ay, of 
qualification the SPSS programing group (SPSS, Inc.) has been senSItive to the CritiCIsm 
that its product has encountered in the statistical community, and has taken steps. to correct 
the problems (Nie 1978). For example, they have hired statisticians to examine the code, for 
accuracy and publish an algorithms document. Researchers should, therefore, take mto 
account the fact that criticisms of the accuracy and reliability of SPSS may relate to SPSS 
versions of the past, rather than to the current and future versions. 

Efficiency. Any overa:ll ranking of the computing eff~ciency of these programs ~~ 
difficult since efficiency is dependent on many variables, such as: the procedure. that 3s 
being compared' the structure of the data set; the, computer on which the program IS ru~ ; 
and the version of the pro~Tam being used. Not surprisingly, therefore, several studIes 
show somewhat mixed results . 

The main conclusion to be drawn here is that the programs do show signifi~a?t dif~cr­
ences in efficiency depending on the factors noted. Therefore, if c?~puter effICIency IS a 
significant faq~or i~ the chqice of a l?rogram, it i~ reco~ended that t~ng tests be made on 
the computer' that is to be used usmg the particular kinds of computing tasks to be per­
formed. (Again, other programs characteristics which affect personnels costs may be more 
important in the overall cost of using a program.) 

Ease of control card se:L!!P,. As stated earlier, the ease of setting up BMDP I SAS, and 
SPSS runs is dependent orithe personal preference of the tiser, and .on th~ ~at,!-re of the 
research task at hand. In general, all three packaqes are ",user friendly' --It IS easy to 
specify the programing task. SAS is regarded by many as haVIng the most, powerful control 
"language," which is a distinct advantage in some programing tasks. SPSS IS often re5Iarded 
as being .the easiest for the novice to use. (Also, current work plans at SPSS, Inc. mcl~l~e 
enhancements to make the tran~formation language more powerful, and the pr~Ce?ure speCIfI­
cation language less restrictive.) BMDP has been regarded as the most dIfficult to use. 
However, with the advent of the ,~'plI series of BMDP, which utilizes an ,English-like se~­
tence-paragraph structure, and with the upgrading of its data transfort?atlOn procedures ~n 
the latest version BMDP has become much easier to use. In short, WhIle each package wlll 
have certain adv;ntages for any one particula~ t~sk, it is expected th~t they will become 
more alike in the future with respect to the CrI'terIon of ease of programmg than they have 
been in the past. (However, based on SAS's current capabili~es and those planned for 
SPSS, it is expected that SAS and SPSS will, have the most fleXible a~d pow~:r:ful language 
capabilities; This should be qualified by noting that BMDP's language IS sufflClent for most 
purposes. ) 

Documentation. SPSS is, regarded as a good tutorial document for the beginning 
computer user. The overview of the system, the discussion of the syntax, and th~ pr~sellt~­
tion of data management and statistical procedures is extensive. (However, SPS~ IS orIented 
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BMDP SAS SPSS 6. File hilOdling BMDP SA!> SPSS 

Data Management 
a. System files 

1. Inpul dala types 

(\) Save and retrieve X x ~ 

(2) Creatc and relrieYc subfiles 
x 

a. Case by variable x x x (3) Save and relrieve malrices x 

b. Hierarchical rC<.'Ords x (4) Add variables 

Variable lenglh records 

x x 

c. 
x (5) Add cases 

d. Malrices 

x x 

x x x (6) Merge 
x x 

2. Dala definition 
b. Other 61es 

a \lariable descriplion 
(I) OUlpul malril'cs x x 

(I) Variable names x x x 
(2) Output cell rrequencies 

x 
,:::) 

(2) EXlended variable labels x x 
(3) Olher oUlpUl capabilities x x 

(3) Value labels x x x 
(4) Inpul syslem files rrom ,other two x 

(4) Missing values x x x 
packages 

Table 2. A Compari~on of the Capabilitie~ of BMDP, SAS and SPSS 

(5) Valid ranges x 
b. Posilion in input record 

Statistical Anal),sis 

1\ 
''':1 (I) Character position x x 

.... (2) FORTRAN 'formal 
I. Univariate dcscripti\'c measures 

~ 

x x x Mean, slandard devialion, variancc:, skewness, 

= (3) Free6eld 

a. 
x x x 

x x kurlosis 

3. Dala lranSrQrmalioJl wilhin cases 
h. Median Mode" x x X 

a. Arithmelic recodc 
x c. Maximum, minimum, range x x )( 

b. Characler lO numeric l~,"verL x x d. Frequenl'Y dislribuli(,"~ x x x 

c. Arithmelic operalOrs x x x e. Robusl localion eSlimates x 

d. Arithmelic runclions x x x 2. Tabullllion or dala 

e. Conditional SlalemenlS x x x Single classification 

(e.g., IF, THEN) 
a. 

x x -x 

r. Branching statemenlS x 
b. N -way classification x x x 

(e.g., GO TO, LOOPS) " 
c. Muhiple response 

x 

'~l' d. Univariate descriplion cross classified variable x x x 

-I. Data Iransrormation across cases 
e. Listing or data x x x 

a. Sor! x x 
\~\ 

r. Aggregalion or dala 
x 

b. Rank x g. Reporl writing 
x x 

c. Slandardize x x x 

d. Aggregate 
x 3. Display or dala 

e. Random sample x x x a. Histograms x x 2 

r. Seleclive sample x x x b. Bar charts x 

d 

c. Scalier plms x x x 

5. Interaclive data editing x d. Contour plolS 
x i 
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4. Contingont'y lable analysis 
(Ca~ogorical dala analyses) 

a. Tilble slalislics 
(t) CUbsorved frequonties 
(I) Expeclod frequr.n~ies 
(3) Row, mlumn, IOlal porceOlages 
( 4) Residuals 
Measuros of assotialion/indopendence 
(I) Poa~on producl-momenl correlalion 
(2) Spearman rank-order correlation 
(3) Olher ordered index measUl'es (Tau b, Cj 

Somer's OJ 
Gamma elc.) 

(4) Telrachoric and olher 2 X 2 measures 
(5) Chi-square 
(6) Quasi Chi-square 
(7) Fisher's and Yale's 
(8) Emply cells analysis 
(9) Stepwise Independence analysis 
(10) Log Linear 61s of hierarchical models 

5. Analysis of variance 
a. Dimensions 

(I) One-way 
(2) N-way 

b. ConlraslS 
c. " poslerior comparisons 

(t) Duncan's 
(2) SlucteOl-Ncwman-Kucls 
(3) Tukcy 

d. Designs 
.: I) Unbalanl'cd 
(2) Emply tells 
(3) Nesled />.'0"" 
(4) Repo:ued measures 
(5) Covarialos '. 
(6 )\\ Random dfccls \ II 
(7) Muhivarime ANOVA 

BMDP 

x 
x 
x 

x 

x 
x 
x 

x 
x 
x 
it 

x 
x 
X 

x 
x 
x 

x 

it 

x 
x 
x 

SAS 

x 
x 
x 
x 

x 
x 
It 

x 

x 

3 

x 
x 
x 
4 
x 
x 
lC 

SPSS 6. 

x 

x 
x 

x 
,x 
x 7, 

x 
x 
x 

8. 

x 
x 
x 

x 
x 
x 

9. 
it· \\ 
X 

.. 

'i 
I 
I 

ii 
Multiple regression 
n. Heirarchical 
b. Stepwise 
c. All possible subsets 
d. Two-slage leasl squares 
e. Threo-slage least squaros 

BMDP SAS SPSS :,j 
x x X ;1 
X X x d x x 

H x h x fi 
f. Nonlinear x x 
g. Polynomial x 
h. Residual plnuing X K X 

i. Olher plols X X 

Muhivariatc analysis 
a. Facl<lr nnalysis X X X 

b. Discriminant analysis X X X 
c. Canonical correlalion x X x 
d. Parlial t1lrrelalion X x x 
o. Clusler analysis 

Non-param~lric anal)'sis 
a. Chi-square g()()dnoss of fil 
b. !<olmogorov-Smirnov 
c. Wikoxan 
d. Runs. leSt 
e. Kcnd~U's Tau alpha 

x x 

'1 )) 
x x x ~ x 
x x \ x ~ x x 

f. Concordance x x 
g. Mann Whitney U x x 
h. Krushel-Wallis ANOVA X x 
i. Friedman 2-way ANOVA X K 

j. Cochran B X 

k. Wald-Woldowirz runs 1051 X 

hom Analysis 
, .-

a. Roliability eSlimales 
(I ) Cronbach' Alpha 11 

m Splil halves coefficienl x 
(3) Guuman's l1lomdent 
(4) Maximum Iikeiihood estimate 

b. hem-Io-total correlal,ions 
c. Tllkey lesl for additivity 

,x \ 

x, 

II X 

x 

~ 
II 
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10. MiscellaneOus statistical analysis 
~.' Spectral analysis 
b. Time-series analysis 
c. Probit analysis 
d. Life table analysis 
e. Guuman scaling 
f. T-tesl procedures 
g. Malrix algebra procetlurtS 
h. Missing data analysis 

Miscellaneous Features 

I. Ability to 2dd procedures 
2. FORTRAN code transformations 
3. Control available memory 
4. Execute procedures from olher programs 

'J 

BMDP SAS 
x 
x 
x 

x 
X 

x ,K 

x 
x 

\\, 

x 
K 

5 x 
6 

I SPSS's DO REPEAT''ij' a ;~Iher primilive means of selling up a looping structure. 

2 SPSS's histog~l1s are 1101 scaled. They look more like bar charts than hlstog,~ams. 

() 

SPSS 

X 
K 

l.> x 

x 

x 

3 SAS's FUNCA T procedure is more oriented toward testing hypothes~ Concerning design 
parameter,llhan lesting for indepcnden~. ", ' 

4SPS:):~ Reliability procedure will analyze only a repealed measures design with one grouping 
variable. ," , 

5 BMDP requires a FORTRAN subroutine to be partially wrilten and linked Inlo Ihe program 

through a provided procedure. 

6 SAS has a procedure 10 use a BMDP program under SAS control. 
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to "hand holding" the novice user, and the manual may be frul?ti:'ating for the more experi­
enced. ) SPSS also provides a separate primer which in some CCises is useful for the novice. 
BMDP 'does a good job of introducing itself to the beginner, although its prose is more brief 
than SPSS's and is not written in a "hand holding" style, J;3MDP is noteworthy for its 
proliferation of examples of control cards and annotated output. SAS documentation was not 
designed to be tutorial. A researcher who is inexperienced in computing would probably 
have a more difficult time getting started with SAS using the manual alone. (It should be 
noted that the publication of the SAS Introductory Guide in 1978, and the SAS Applications 
Guide, expected in 1980, may obviate this shortcoming. At this writing, neither manual was 
available to the writers for review.) For discussions of documentation, see Berk and Francis 
(1978). 

The basic manuals for all three programs serve as useful reference documents for the 
more experienced user. In addition, all three have reference cards and/or pocket guides. 

BMDP and SPSS provlde good documentation of the algorithm~ used. (The lack' of such 
documentation had been a weakness in SPSS, leading to the recent publication of the SPSS 
Statistical Algorithms Document.) SAS is poor in this area. Its documentation is incon­
sistent in its Jreabrient of algorithms. Algorithms are- sometimes produced in the text; they 
are sometimes given by general reference to statistics texts; they are sometimes not dis­
cussed at all. 

SPSS is unique in that it provides expository text: on the statistical procedures, giving 
the researcher an intuitive understanding of the procedure and the motivations for using 
them. This style of documentation is somewhat controversial, however--some claim that it is 
quite useful and is in part responsible for SPSS's popularity. Others claim that this text is 
too simplistic statistically and interferes with the use of 'the manual as a program document. 

Extent of use. SAS is available only' for the IBM 360/370 series computer (and plug 
compatible computers) operating ~der IBM's OS or OS/VS operating systems, and has been 
licensed at over 750 installations. SPSS operates on over 25 di~erent types of computing 
systems, and SPSS, Inc. has about 2,500 licensed installations. BMDP also operates on 
over 25 types of computer systems. Since BMDP has not been distributed under license, it 
is difficult to ascertain how manyr,ompu7ing installations have received the program; one 
estimate puts the number at over 3,000. Thus, the likelihood of finding SPSS or BMDP 
available at any given computer site is higher than for SAS. However, the restriction of 
SAS to the IBM 360/370-0S-0S/VS systems is not quite as severe as it may seem, because of 
the popularity of those systems. 

It is difficult to say, vvithout conducting a survey, how extensively these programs are 
actually used at their respective installation sites (that is, how many jobs are ~un by how 
many researchers). However, it is the opinion of the writers, based on informal evidence, 
that at IBM installations SPSS is the most extensively used program, SAS is second, and 
BMDP third. At other installations, it is believed that SPSS is used quite a bit more than 
BMDP. 

SPECIAL PURPOSE PROGRAMS 

A large number of special purpose statistical analysis programs have been developed. 
Many evolved out of a particular reseqrcher's need to do an analysis for which no program 
was available. Others have been specifically designed and written for general use. 

Computer programs exist to do almost any type of statistical analysis imaginable. 
Unfortunately, it is not always possible to determine if the resource exists I or how to obtain 
it if it does. Some work is currently being done which attempts to index statistical pro­
grams (Kohm, Ryan and Velleman 1977). 

The following is a list of some of the more well-known spedal purpose statistical analy­
sis programs classified into general topic areas. The list is not exhaustive with regard to 
either topic or programs listed: 
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(1) Contingency table analysis (categorical data analysis). 

. CONTAB Department of Statistics, Florida State University , 
Tallahassee ," 

CONT AB Department of Statistics,' George Washington Un.iversity 

C-TAB 

ECTA: 

International Educational Services, Chicago 
\) 

Department of Statistics, University of Chicago 

GENCAT Department of Biostatistics, University of Michigan, 
Ann Arbor 

GLIM 

LOGLIN 

MULTI­
QUAL 

Numerical Algorithms Group, Oxford, United Kingdom 

Harvard School of Public Health, Boston 
o 

International Educational Services, Chicago 

(2) Item analysis. 

LERTAP Department of Education, University of Ontago, New 
Zealand 

LOGOG International Educational Services 1 Chicago, Illinois 

NORMOG International Educational Services, Chicago, Illinois 

(3) Cluster analysis. 

CLUSTAN David Wishart, University of Edinborough, Scotland 

MOCA 

NTSYS 

International Educational Services, Chicago, Illinois 

Department of Ecology and Evolution, State University of 
New York, Stoneybrook 

(4) Analysis of variance. 

MANOVA Clyde Computing Service, Miami, Florida 

MUL TI - International Educational Bervices, Chicago, Illinois 
VARIANCE 

RUMMAGE Statistics Department, Brigham Young University, Provo, " 
Utah 0 

(5) Econometric analysis. 

ESP 

Box­
Jenkins 
Time 
Series 
Analysis 
Program 

TSP 

Massachusetts Institute of Technolo~y, Boston 

Academic 
Madison. 

Computing Center, University of Wisconsin, 

Harvard Institute for Economic Research, Boston 

" 
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(6) Exploratory data analysis . 

EXP AK International Educational Services, Chicago, Illinois 

SNAP / Department of Statistics, Princeton University 
IEDA 

(7) Structural equations. 

L!SREL International Educational Services, Chicago, Illinois. 

OTHER COMPUTING TOOLS 

SUBROUTINE LIBRARmS ' 

, Where the desired capabilities are not otherwise available, subroutine libraries may· be 
helpful. Subroutine libraries can also provide benefits to those researchers who desire to 
write their own statistical analysis programs. Such programs can usually be written to do 
an analysis more efficiently (in terms of computing costs) than general or special purpose 
programs. The programer can control the data input and the printed output of his/her 
program, and can have access to most of the statistical functions performed by preprogramed 
routines (that js, the general and special purpose program). 

I.: 

Statistical libraries are normally included along with more general mathematical function 
libraries, which is beneficial, since a statistical analysis program will usually require both 
types of routines. 

, \' '\ 

One widely used and highly regardeg subroutine library is IMSL. 8 IMSL routines are 
written to be referenced by FORTRAN 'programs. APL has a statistical routine associated 
,with it. Also, most hardware vendors di~ibute mathematical and statistical libraries (for 
example, IBM Scientific Subroutine Packaqa ). In general, these libraries are not regarded 
to be of the quality of the IMSL routines. 

INTERACTIVE PROGRAMS 

As" in all areas of, computing, the trend in statistical computing is toward more use of 
interactive programs. Ipteractive programs '. vary in their abilities to, communicate with the 
user. Some merely wait}for the user to tell them what to do and then produce results on 
the command. Others are more actively involved with the user. For example, a program 
may give the user help in setting up a command, request additional information, or request' 
the user to correct part of acomrnand that is incorrect. 'this level of conversation may be 

., primitive at present, but it is an evolving technology which wiJI eventually lead to some very 
sophisticated conversational programs. Some currently avai1am~gc:fJ:ei'al purpose interactive 
.programs are MINITAB (Ryan 'et al. 1979), P-STAT (Buhler and Buhler 1979), and SCSS 
(Nie ilnd HulJ 1979).' 

OTHER DATA ANALYSIS AIDS 

" In addition to the use of general or special purpose statistical analysis programs, there 
are several other computing ... resources that can be used to analyze data.· The following 
describe some of the major sources of help.·· . 
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Statistical/Mathematical Programming Aids 

Several high level programing languages have been developed which make it relatively 
easy to program a computer to do mathematical operations. Three widely available and 
h~avily used programing languages are FORTRAN, PL/I, and APL. A fourth, ALGOL, is 
WIdely available, but is used minimally in this country. All of these languages have a 
strong mathematical orientation in their structure. 

Graphic Display Programs 

A new and rapidly expanding computer resource is software and hardware to perform 
graphic displays of data. Programs have been developed to present graphic displays on line 
printers, pen and ink line,~.plotters, and graphics CRT terminals (single and multi color ) . 
These graphics programs can be u.sed to display such things as complex charts, contour line 
drawings, and two- and three-dimensional perspective plots. Some of, these capabilities have 
be~Jl;.tTlcorporated into special purpose graphics programs (for example, Tell-a-Graph and 
DISSPLA), making the use of these techniques easier for ,the statistical analyst. Additiono,l 
graphic display capabilities 'are. being incorporated into some of the major general purpose 
statistical programs. 

Data Management 

Most of the statistical analysis programs discussed here (SAS being an exception) 
require that the data be structured within a very rigid format. The data must be organized 
case by variable, with each case having exactly the same number of variables. While it may 
be necessary to analyze data in' this format, it is not always desirable or possible to collect. 
th~ data this way. For example, data may be obtained from many agencies, each of which 
organizes it differently; there may be different amounts of data collected at different times 
for each unit in a particular study (as in clinical studies where each patient has a differing 
number of visits); or data may have a hierarchical structure (data collected on a particular 
household where some data pertains to the household as a whole, and other data to the 
individual members of the household). 

A whole field in the computing software industry has developed which creates programs 
,to deal with the storage and retrieval of complex data organizations. These programs are 
called Data Base Management Systems (DBMS). Recently, some specialized DBMS's have been 
~itten which are structured to retrieve data from complex data flies and store tffm directly 
In a system file compatihle for retrieval by one of the general purpose programs. 

LOCATING COMPUTING RESOURCES 
-- . '~::;.. 

Normally, the most desirable place to do any computing is on an "inhouse" system. It 
is probably the fastest and least expensive way to get computing done." However, such 
systems may not provide the capabilities needed or may not be oriented toward providing 
timely service. There are usually ways to obtain computing time at a university or govern­
mental computing center . These are more likely to be oriented to providing cQmputer time 
for doing research rather than administrativ;~ work. Commercial service bureaus, many of 
which are oriented toward providing ste:,ostical analysis computing services, also sell 
computing time. ,~I G 

One problem in finding appropriate computing resources is knowing whether programs 
are available at that site to do the analyses one needs. Most computing facilities oriented 
toward providing statistical computing services will maintain a directory of th~ programs they 
can provide. (There is usually no problem finding out whet.lter the facility has BMDP, SAS, 
or SPSS. However, it is not always easy to find the whereabouts of a program like 
C-T AB . ) Occasionally, a consulting s~rvice is available to aid both in finding appropriate 
programs and in using the programs, once found. 
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, bit tw rks which have access to the 
Additionally, computI~g centers m6 e O~g ne~~:k a EDUNET, is a consortium which 

r:esources th°f othther compu~~i ~;n~~~~utin~e c:~~ers at 22 ' major universiti~s thr?ughout the 
Imks toge er e ~esour • h t com uter resources WhICh rrught not .. be 
country . Memb_~rshlp al,low~ ~e resbearc ,to g~ELENfT a nationwide data transmission 
obtainabli2 from"! other mstitutions Y usmg , 
network, 

ENDNOTES 

1For a layperson-oriented discussion of the ind,ustry through the early 1970's, see Nelso~, 
d I d 702 S. Michigan Avenue, 1974. (ThIS Theodore H., Computer lib, ~South Ben , n lana: 

book/pamphlet is also fun readmg.) 

2 ' f arti' cles in the edition of Scientific American For a technical discussion, s~e 0~ series, a 
devoted to microelectronics. SCIentifIC American, 1977, 237 (3) . 

3l:'e'e for example the benchmark tests of similar f?PSS. rU,ns across seve.ral machine types 
;:" f' ti in cost and will be presented p:i'~p~red by EDUNET, The results show signi Icant varra on 

at the 1979 SIGUCC User Services Conference. 
h 'the field suggest that SAS is in' 

4The literature and comments from some researc ers TY:is is offered here as a tenative, not 
general a less efficient program than the other two. 
definitive conclusion. 

5phone conversation with James Goodnight of the SAS Institute, Inc. (July, 1979). 

6Phone conversation with Wylie Crawford of SPSS, Inc. (July, 1979). Also see: SPSS 
Newsletter, No. 13, January, 1977. 
7 f th BMDP 77 Computing Group. (July, 1979). 
Phone conversation with Larry Young a e -, of the latest version the "77" 

Mr. Young also indicated that there were ave:: 500 cO~fs . BMDP-77 Stati;tical Soft-
series which is now being distributed under lIcense. so see. 
ware Communications, 10, September, 1978. 

8IMSL Reference Manual. Houston: IMSL, Inc. 

9system 360 Scientiffc Subroutine Package, Version III, Programmer's Manual, Form GH 
20-0205. New York: IBM Publications. 

10The National Algodthms Group, Ltd. (NAG Library)" O?dord , .u~it~d ~~~g~~~trib~~ 
National Technical Information Services (DATAPAC), Sprmgfleld, Vlrgmla, 
statistical software libraries. • 

llsee, for example, the following: 

f M uaI Austin, Texas: MRI System Corporation, 1976. System 2000 Re erence an . 

. OS TOTAL Reference Manual. 

: ADABAS User Reference Guide. 
1975. 

Cincinnati, Ohio: CINCOM Systems, Inc., 1976 . 

V, " ~oft··"are AG of North American, IIlc" McLean, Irgmla: .... .. 

Robinson, B., Anderson, G., Cohen" E:, and Gazdizk, W. 
Retrieval: User's Manual. Evanston, Illmols: SIR, Inc., 1977. 

SIR Scientific Information 

12Por more information, write EDUNET, P.O. Box 364, Princeton, New, ~ersey 08540. 
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CHAPTER 10~ UTIUZATION AND TRANSFER OF EVALUATION RESULTS 
, . 

INTRODUCTION 

An important theme of the Guidelines is ,that the final measure of the worth of an eval­
uation is the extent to which its findings are used by decision makers and other consumers. 

,This presupposes a responsibility on the evaluator's part to try to enhance the use of his/ 
her own product. This responsibility goes far beyond simply presenting a technical written 
or oral report. 

The role of the evaluator must be carefully developed as part of the earliest discussions 
between the researcher and decision makers. Although this "contract" need not be (and 
often is not) written, it should be explicit (Twain 1975). Our model of evaluation empha­
sizes the need for building timely feedback loops into the evaluation plan, thus setting the. 
stage for later use of the findings. 

Once the evaluation activity has reached the point where infcilrmation and implications 
for change are forthcoming, there are several factors that must be 9:onsidered in maximizing 
the potential for realizing that change. These factors are: // 

• Attributes of the findings 
I ~< 

• Characteristics of the evaluation audience 
d! 

It Characteristics of the organization 

• Presentation of the findings', 

~ Dissemination of innovations. 

ATIRmUTES OF THE FINDINGS 

Evaluation findings are viewed by those who examine and make d.ecisions based upon 
. them in terms of certain characteristice. Glaser (1973) formulated the acronym CORRECT to 

represent some of them. These are: 

"Credibility." The credibility of a finding stems from the scientific soundness of the 
evidence which supports its' valu,e. It als6 rests on the reputation of the presenter (eval­
uator) and the extent to which the finding is supported by respected persons or institutions. 

"Observability. II Acceptance will tend to follow from, findings that can be directly 
shown.- 'Whenever possible, potential users should have the oppornlnity to see a demonstl'a:" 
tion of the finding or its results. 

"Relevence. " The m~re a finding relates to the mission of the organization and to 
specific, persistent problems that interfere with the mission, the greater ,.its likelihood. for 
adoption. " 
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"~elative advantage." Pro osed h 
~~V~~~g~:n~i~;~t c~: e1tr:r~ti;:~~f:e'd ~~ ~:p:i th:d~~:g~~I~te~h~~;~~rgbfr:!ct~sd i~ ~~~ 

em. 

"Ease in d ' ' ,', v b'I' - ,un ers tandIng and installation II Th' , ' s~~/l. Highly ,esoteric, abstract concepts ~hi h IS attrIbute r~Iates in part to obser-
,e are less lIkely to be acce' ted c cannot be readIly understood or de 

relative advantages, It might not ge p;ac='::'ini~:~~" though a proposed change may :~~ 
shi "Qomp~tability . " Any finding 

f 
PI' ,to hIs/her values norms 

aCI lties. " 

is viewed by the potential user in terms of its relation­
current procedures, and the adaptability of existing 

"Trialability d" 'b'l' ' viewed- as t h' IVlSI 1 Ity, or reversibility" FindI'ngs" l' o ow easy they may b t '1· InVO Vlng change usually 
components so that the propos d e ,0 PlOt test and whether they can be sub~[~ded into 
findings will be viewed with les: en~~~am ~tn d be , introduced. one step at a time The . slasm 1 a option calls for an irreversible cOInIIrltment 

The ,above attributes cannot be full' . 
~~d; ~~p:~ton"n:,~e J!':Y e:.:i~a~~~om~ol~it~a~ n~~:re ~fu~:h"el:a~or;oi:.];v~~ed In 
~~~e;i, dlff~ently by various audiences" re~'I:: "replJ,."i';;""'{:er id though, that findings wUl w~~ 

e au ence at hand is more likely to recogni ~ ou p!,esent findings in such a way ze e potential for positive change. 

CHARACTERISTICS OF THE AUDIENCE 

Audiences for evaluation fil1di assume in relationship to the p ngs can be categorized in terms of the major roles they 
each categ?ry ~ave at least one r~~fe~ Keep in mind, how~ver, that although members ~~ti T1tf dIversity Includes both p~~=':ll\yea~~lrou~ls "h'!"Prised of diverse indivi~~ 

ees , and each member can assume a number of roT:s. ers Ip In subgroups (cliques, 

Table 3 identifies the potential ad' ' 

~~ft:~t%~~i f~~;£::~~~~~~:~;;~~i~:~f.~~?~r~si~f~ 
Categorizing audiences as above hel ' ' " , 

expectations of those to whom findings ~s t~ ~roVlde the evaluator with an indication of the 
~~~!:~h rd!~ia~t to each group." For e~~p~~ng ~:~~~~~~n:nd ~o distinguish the language 

~:!~~~::~n)~JI~f1e:~~~~~g!rJe:~:~;f:!~e;"rfd~?F;d~;1~;:J~!~;~~~\~~ . ., ,comes, and demonstration models 

Table 3 Languag C t . e on exts 1 or Eva uation Audiences 

AUDIENCES LANGUAGE CONTEXT 

Subjects Instruments Experimental Treatments . 
Clients peers tests §pecial classes 

Community children questionnaires pilot programs '. 
residents surveys 

Staff ./7 clients, tests class loads 

I( student members 
, t1 

" 
Managewent assignments records scheduling problems 

Sponsors recipients outcomes demonstration models 

Evaluators .' N's .dependent variables independent variabks 
-
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Following are brief definitions of the various potential audiences. 

Clients. The involvement of clients at all levels of management and staff is a feature 
somewhat unique to the substance abuse prevention and treatment field. Because of this, 
evaluators of~en interact with clients who ?repeforming a "variety of roles. These inter­
actions can complicate the evaluation effort. When the primary objective of such interaction 
is to provide client (consumer)· feedback, it can directly impinge on program activities. 

Community. This category may include many segments of the community, such as 
friends and relatives of program participants, neighbors, business owners, leaders, and 
others interested in the evaluation. A major way information is transmitted to communities is 
through the mass media. It is imperative that such efforts be coordinated by the evaluator 
and program administration. Misinterpretations of ambiguously stated findings can easily 
destroy community support for prevention activities. It is strongly recommended that all 
media presentations be planned in advance and cleared '\\1th various groups that may be 
affected by the publicity. It is also advisable to seek help from media personnel in devel-

oping press releases. 
Staff. From start to finish of the evaluation process, staff should be partners with the 

evaluator. But they may feel threatened by the evaluation, as these reports have often 
been used as devices for personnel review, If "playing it straight" with the evalutor could 
cost a staff member his/her job, then full cooperation cannot be expected, Therefore, 
during the initial stages of developing the evaluation "contract," the evaluator should make 
explicit the extent to which individual employe performance ,evaluation is a component of the 
plan. It is as important to safeguard the rights of the staff .as it is those of program 

partici]pants. 
In presenting findings, the ev:aluator must keep in mind that the staff are probably 

strongly committed to the notion that what they are doing is effective, and believe that the 
nature of their act,ivities is not amenable to description by scientific methods. Further, they 
might believe (sometimes rightly so) that the evaluator does not know as much about pre­
ventionas they do, thus reducing in their minds, the evaluator's credibility. The evaluator 
should exchange views and fe~lings with staff as the evaluation progresses, not only to 
satisfy the overt objectives of the evaluation, but also to minimize non acceptance of findings 

because of these CQIlflicts. 
~~anagement. No matter who sponsors an evaluation, the persons most likely to feel 

that their own reputations and even survival are threatened by the evaluations are manage­
ment personnel. The political stakes are high. Negative or ambiguous findings reported to 
funding sources can signal the demise of the organization or possibly shifts in key person­
nel. To the degree that management views evaluation as a punitive, fault finding process, 
managrement will, consciously or not, discourage an effective evalution from tal ring place. 

Since it is the program managers who are responsible for the legal and ethical aspects 
of the prograt:~, as well as any rearrangement of schedules that some evaluations may 
require, strict adherence by the evaluator to human subjects procedures and the privacy act 
will enhance communication and support from the managers. The evalutor also should 
attempt to schedule tests and other data collection activities to minimize disruptions within a 
program. Furthermore, the evaluation' should be self-supporting; where possible it should 
tie in to the related costs of the agency (staff time, rent, materials, travel, and the like). 

Sponsors ~( The political ramifications or consequences of program evaluations '. prompt 
both aemand for and resistance to the evaluative effort. 

The following conclusions seem warranted: 
• Congress and others are unlikely to make major funds available for prevention 

., until effective models have been demonstrate.d, 

• .Effective models can be constructed only on the basis of comprehensive evaluation 

and analysis. 

197 



A 44 YE Si 

, 

; 

\1 

, 
• !hese analyses must demonstrate not onl th ' Impact on human behavior but do so in ct c ~t Pffr:eyention programs have a positive os e ICIent and effective manner, . 

Evaluators, In general, evaluators are bl l~nguage, thus increasing understanding H a e to ~xChange information using a common 
a uS,e prevention has attracted social s~i ?wever, ecause the field of drug and alcohol 
~~~fmology, preferred analytic techniqUeSe~~~tsb fr:om 

a number of different fields some 
1, er: Thus, any report prepared for ' ,aslc approaches to evaluation resear'ch can 

sCIentists should take into account this diV~~Si~~Ience of even the most sophisticated social 

The format for reportin '1 ' used, may be found in the fofio~: ~ati~e results, va!ie~ with the discipline. Formats often 
for ,Authors, Editors, and Publisheis' in th Co:,-mcI~ or BI?logy editors style manual, A Guide 
~atiO~al, Education Style Manual for Writer\.. el~dl~a.~al SCIences \health-related disciplines}' 
A ssoClation Style Manual (sociology) . and' Publi~ 'ITs M (edUffation) ; American sociological 

SSOCIation (psychology). ' a on anua of the American Psychological 
... 

severa~ major implications for reportin re ul fr ' '" present caare of evaluators. First g s t" .. om the mterdlsclplmary nature of th 
procedures involved in process OUkO~~e mus~ reVIew the language context of the s ,cifi~ ~~dn~~ess~rr !o lconsult indexe~ of vari~u~n~i~~fp~~~s s(~c~nd, in Isearchin

g 
the litercrEure it 

yc oogica Abstracts) since no single fI' ld 0 I examp e, Index Medicus ERIC e covers eva uation. ' ., 

When :pre~en-t;ing rbports in a rou ' group and Its mdlvidual members thit ate ~f~fxt, there ~re certa~n, characteristics of the 
t~k~n. Even though evaluations are base g y ~ele~~nt m determllung the approach to be 
dIstinct element of persuasion exists in th ~ on SCIenti~IC methods and empirical evidence a ~m~ll gro,:p behavior produced b soc' 1 elr prese~tations, In this regard, the research' 0 

m mcreasmg the potential for aclePtanI~e Efs1f:~I!nogists can be of great help to the evaluato~ gs. 

The considerations which must be tak ' , J~~ta~~~y thO t covetir, in the Guidelines. s:~e~~io e~~;~~ I~on~~ll g~~UhP intberactio~s are far 
, a sea ng arrangements-.jirectly .f'f t . as een shown for 

;-esponses to leadership; those who value th ,a.i. eCmb co~un~cations and the developme~t of 
mfluenced by the opinions of other members :lr me ershl~ m a group are most likely to be 
persuaded than those with high self- t ' and th?se Wlth low self-esteem are more easil 
Group Dynamics: .=.T..:.:h:.::e~P~sYL' C~h~O~I~O.l;igyLO~f!:....ES~~~sa!!I~!:::~~:!!~~o~o~n~:~~f~aI~r~:y comprehensive te~ in this field i; up e aVlOr (Shaw 1971). 

CHARACTERISTICS OF THE ORGANIZATION 

Whether evaluations are sponsored b th ' s?me other external body, reports on fin~in e p~eventi?n program, a funding source, or 
~~~~: ~~~SCh(fg~~t)er~ticsl of the Organizatio~saf~~~t %t~C~~ ~~dT;gdSe t?llSbeveral ~rganiza-
h kl' i eve oped the acronym A VICTORY t . WI e receIved and 

~a~t~r~s~r~ li~~~~or~el~~:ounting for organizati~nal behavior 'rel~t~do~d:d:~;;a~~~~;e~~h: 
"Ability. if Does the progr h th budgets for startin _' am, ,ave e needed resources and ab'l' 

detailed descriPtionsg OUfPthaendp mamtadmm
l 

g var~ous al!:ernatives h cap .. I Ities? Specific ropose a ternatlves. S ould be provided, as well as 

"Values. " Do the proposed alternati program? One should analyze t1 . !>vi l' ves match the values, style, and philoso hv f th 
alssess :the conflicts that might l~xi~tS ~~ values dand perspectiv~s of the organi~atio~ an~ 
a. ternatlves, ' . regar to the adoptIOn of the most promising 

"Idea. " How is the 
Managers should encourage 
accompanied by a sharing 
among policymakers staff 
nature of the progr~m. ' 

information required for th d' (, 
wide participation in the sele~tio~s~ed change t? be acquired? 
of the necessary information. T~ f ,thl~ approprIate ,alternative, 
and even clients and communityYPlCa. bY such sharI?-g may be mem ers, dependmg on the 
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"Circumstances. n Is the present program at"all suited for the alternative under study? 
Examine the context in which a proposed alternative was first der'ived and see hoW closely it 
matches the setting at hand. Where there are striking contrasts-determine what kind, of 
translation is needed to make the innovation appropriate for the pre~ent context. 'fir ....:~, .... I ' 

"Timing. " When is the right time to make the change? 
Pick a' sches.l~le most likely to 

result Tn a successful adoption. 
"Ol:lllg'allon. " How strong is the obligation to change.? Commitment to change can be 

strengMened by holding group discussions, assigning responsibility for key outcomes, 
ob~aini~;g the endorsement of a recognized authority, and by encouraging public concern 
abouVthe problem. . ' ' .. 

"Resistance." What resistance is likely to be encountered? One must anticipate and 
deal wfth likely sources of resistance on the part of the staff, participants, and community. 

"Yields. " What yields may be expected from the change? Provide participants with the 
rationaTecfor selecting the particular alternative. Then', as the change is being implemented, 
make available. additional feedback and attention to the. needs and concerns of partiq;ipants. 

\"::',\ 

In discussing organization characteristics related to th,e likelihood of successful inilova-
tion I Glaser and Davis (1976) list rour groups of variables :,goals , structure, communication 
'and decision making, and leadership and staff. A summary of this discussion follows. ~ \, 

Goals. Clarity oi goals and acceptance by system members are positively related to the 
ability to initiate institutional change. Written statements of goals help to reduce anxiety 
about change and to impart' a sense of security while new practices, are being introduced. 
Organizations with sharply defined job . descriptions tend to be reluctant to accept innova­
tions. According to Glaser and Davis I' "The best work, is done when everyone shar~s the 
objectives, but each is relatively free to do his share of the common task ISn his own prefer-

red way. II (1976, p. 17.) 
Structure. The literature on how 'Organization structure affects the ability to adopt 

change is inconclusive. There js some indication that neither highly centralized nor greatly 
diffuse organizations are amenable to change. Inappropriate distribution of power within the 
orggnization and conflicting personal motives of individuals can subvert even the most 

.' promising innovation. 
Citing Thompson (1965), Glaser and Davis point out that ""Bureaucratic organizations 

. . .. are intrinsically resistant to innovation becaus,e they are monocratic, stress conformity 
.rather than creativity, and are conservative in orientation." (1976, p. 19.) They see 
hierarchical structures as impeding decisiQns about new programs that are needed, and even 
if a decision is ,made to initiate a program'; such structures inhibit their generation. 
Another debated issue is occupational specialization. Whereas some studies have found 
specialization positively related to the acceptance of innovations, others show that specializa-
tion impedes communication between subunits of the organization. 

Guest (1.962), .as cited by Glaser and Davis, relates several factors to the time required 
by.an organization to effectively perform under new behavior patterns. These include staff 
size, the number of specialized services and groups, the levels of hierarchy,. the complexity 
of technical operations, and the degree of personal insecurity and hostility within the organ-

ization. 
" Communication and deci~.ion makinJ!. Free channels of communi5,!ation, formal and 

informal as well as fiorizont'aI and vertical, h,ave been found to be essential for adopting 
change. Feedback to the staff of surveyed attitudes about such issues 11S employe-manage­
ment relations and work conditions helps to increase understanding and communication within 
the organization. The organization must support, by this method or "others, the ability to 
ask for and give help. That is, colleague and administrator reinforcement and support are 
crucial to the development of a healthy organization. . This leads naturally to the notion that 
participation in decision making increases the likelihood of general acceptance of decisions to 

I " initiate change. ' 
,I 
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I . LeaderShip and staff'. Personality tra" 'd th ," h .. . . are important to the' ' " mmg, ,an, 0, er c aractenStics of administrators 
c~msid~red separate fr~~c~~i~~~ ~~lec~~frt ~~~~~~;U~~ leader'sd p~rsonal tr~its cimn.ot be 
tions Influence the leader's behavior, as do pressures froC::'forc~s ~ut~?~~se, staff e?Cpe~ta-
~=:dC:~P bp~~~ge !~1fodm' ucreI.dkift lkine?der~ dact as ~uides in focusing staff a:~J~~a~~z~~~~: 

." " s - a g an experimentation. 'I 

" Ir 
J) Ii " I, 

R:RESENTATION O~ FINDINGS 
o 

aUdie~~~rie J;i~~ ~iphasizes that 7val~ation results must be in' the language context of the 
"unequal' Nls," "quasi:~g ;~ tec~n~cal Jargon are recommended: Terms su~h as, "subject," 
to any. audience aside ft~ oth:~~~sea~~~e;~. on, may, be confusmg or even mcomprehensjble 

" Reports should be brief and focus directly dn tho' ,. . . . 

E%~~f~:~~~ i:e; !O~~ale~~; ~~O~i ~el:r~::i.~~~~t:r::~:v~O~ 
e ng m sever ways also Increases retention. , 

~orris an,d Fitz-Gibbon (1978) presen't a th h d'" ; 
report, the major elements of which are:" oroug ISCUSSIon of the Written evaluation <) 

~;m~--:G~~~~~~~~~~~~~~r~o~r~am~. ,This section typi­
aracteristics, of the program. 

• ~etWts. IThi~ sectiQn is a straight forward presentation of the results 
o e eva uation. " 

-I?iscussion of, ~e results. Here, the researcher interprets each 
tmdin~ statea m the previous section. 

• Costs and benefits. This section discusses the methods used ahd re­
sUlts of cost-effective or cost-benefit analyses. 

• gonclu~ions and recommendations,. This part spells out findings intro-
uced m the summaru:, of the report " " 

~ . , 
emph~~iz~~e ~e~~ ~~n~;:~'l!;cd d~~~~~;~i~~ ~~e~~~~e~~~g, r~horts 'thMorrisf athnd Fi~-G.ibbon also, 
strongly with this me E' .' e au ors 0 e GUldeliiles agree 
pull the meaning out ofs~~~~ af~~n P:~~fsJa:a~~h:~~;r a~~u~::l~1 p~~~e~~!i~st tryin'g to 

DISSEMINATION OF INNOVATIONS 

~val~1\ "':~~~~~~ ~~ ~~:'~a~"o:~hra~ ~":.n b,:,:a~~~a;:,~ch A=:~ ~e i use I of 

P~gO~am: to Tehxeamme facti~ors thatd, can facilitate the dissemination and ~tilization of inno~a~:~ 
. sugges ons rna e are based on two as ti" f ,', 

~~=:~e~n~nS~%~d e~~a~n)lhas alr(eadY bleen developed s~::! e~~i~ated~~tha f~~~i:hl: ~~~:, 
, " eve opers or eva uators) seek maximum utilization of the program. 
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Because the literature of knowledge transfer and change has semantic inconsistencies, 
we shall define terms germane to this discuSSion. 

" 

Innovation. This term is used two different ways in the literature. It describes the 
process by which a "new" product, that is, an idea, program, or practice, is translated into 
a particular en,vironment, and it denotes the new product itself . The "product" definition of 
innovation adopted for use here, is a plan or practice new to a particular school, agency, 
group, or site, which by ,its newness necessitates (or is intended to produce) some observ­
able behavioral or programatic change. 

Diffusion. Diffusion refers to the process by which new ideas, products, or programs 
(that is, innovations) are communicated to the members of a social system. A popular syn­
onym for 'diffusion of innovations is 'technology transfer. It refers to a process and is the 
umbrella under which the following terms can be found. 

" 

Dissemination. Dissemination refers to the spreading of information (in this context, 
> details about a new idea or program or the results of an evaluation of a program), and as 
- such can be considered the first step in 'ijle diffusion process. To disseminate a program 
means simply to make information about it known widely, for example, to potential adopters, 

Adoption. For a long time, researchers in the education change field ,~onsidered adop­
tion of an innovatioJl synonymous with its implementation. Today, however, 'there is growing 
recognition that adoption more accurately 'reflects a decision to implement a program rather 
than implementation of the program (innovation) itself. ., 

Utilization. Utilization of an innovation suggests that the program" has been (or is "in 
the process of being) iIriplemented, that is, put into practice in a new environment. 

\;, 

Bec,ause most prevention programs include education strategies, the literature on ed\lCa­
tiona I change is particul~rly relevant to the dissemination and utilization of prevention inno-
vations. ' 

Many models of educational change have been developed. Perhaps the best knoWn are 
the Research, Development,,' and Diffusion Model (RD&D), the Social Interaction Model (S-I), 
the Problem Solving Model CP-S), and the" Linkage Model. In addition to normative and 
descriptive models, various 0 administrative ,programs for. change have been suggested, along 
with conceptual schemes and ideological and instrumental" strategies. A discussion of many of 
these approaches as well as the problems caused by the very multiplicity is found in Siebe\~ 
(1974). ' ~ 

One of the few things on which there seems to be some consensus among these differ::e:nt 
approaches to change is that the process of innovation is multistaged. There is no agree­
ment, however, as to the' nUmber of stages or how they arc defined. Berman and 
McLaughlin (RAND 1975, 1977) suggest that there are three stages of innovation: sUffiPort 
(recognition of need and search for an innovative program), implementation (the c ange 
process as an innovation' impinges on the organization), and incor:Qoration (routinization of 
the innovation into the system). ., -- , 

Until the 1970's, educational innovations were developed with little apparent regard for 
their cU.ffusion; that is, it was difficult to point to any obvious impact of these innovations 
on the education community. The Federal government, as the primary sponsor of educational 
research, began emphasizing dissemination of the innovations for which it had paid. Hence, 
a number of vehicles for dissemination were developed in the 1970's. While their approaches 
differed, their goal was the same--technology transfer. 

The first sUGh veh~cle was the Pilot State Dissemination Project (PSDP), started in 
1970. This was designed to increase the use, of The Educational Resources Information 
Center (ERIC) by local researchers. The ERIC system, established in 1965, had been 
virtually untouched by school personnel at, the local level. The PSDP utilized a user-choice 
strategy based on retrieval of options froln ",the ERIC system, and provided personal links 
between information sources and potential users (for an evaluation of PSDP see Sieber 1972). 
In 1974, the U. S. Office of Education began more direct participation in the diffusion of 
innovations by establishing the National Diffusion Network (NDN) under Title III of ESEA. 

201 
q , 
\ 



PM 144 a 44 li 

The strategy of this netw~rk is to make available to local education agencies those programs 
and pro~ucts whose effectivene'ss had been demonstrated in school settings_. An evaluation. 
of ~DN m 1977 by the Stanford Research Institute found it to be highly successful (see 
EmrIck. Peterson, and Agarwala-Rogers 1977). 

, The National Institute of Education (NIE) has also taken an active interest in dIssemina-
tion and utilization of educational innovations through many of its regional programs 
inc~u~ng the R&D Utilization Project, the R&D Exchange System, and the State Capacity~ 
Buildmg Pro~ram. (Several of th~se NIE programs are currently being evaluated; no results 
are ,Yet avaIlable). A good reVIew of these various Federal programs may be found in 
HerlIng (1977). 

Ba~ed, on c~mpleted evaluations c;>f several of the Federal dissemination vehicles just 
noted" It IS, possI~le tc;> suggest certam factors which appear to facilitate dissemination of 
educational mnovations m general. The major additional points are as follows: 

• The program description should be comprehensive and attuned to the 
need for adaptability to the particular circumstances of each new loca­
tion. This flexibility allows the potential adopter to have a sense of 
ownership of the innovation, thus increasing his/her commitment to its 
goals. 

• The innovative progr~ should include an extensive support system in 
the form of both materIals and services. The materials should include 
goals and objectives and a full description of the process of the pro­
g~am (includi~g, of c~urse, an e,,:,aluation component). Support se:r­
VIces sh~uld mclude mperson aSSIstance to potential adopters. The 
opportumty to observe the program in acD.on should be afforded if 
possible, to future' implementers. ' 

The potenti~l adop~er of a proven program must be attuned to the same issues as the 
evaluatc;>r ,of an mnovation. ~/he must assume the role of change agent to ensure support 
both WIthm the agency and m the local community. It has been shown that some sort of 
per:s~nal interm~diary or linker between the program developer and the potential adopter 
faCIlItates the dissemmatIon process (Glaser 1976). 

For a very thorough. exposition of the issues regarding dissemination, it is strongly 
r~commended th~t the reader consult Putting Knowledge to Use: A Distillation of the 
Llt~rature Regardm1 Knowledge i Transfer and Chan9.e, compiled by Glaser and Davis (1976). 
ThIS chapter has ea~ed ~eaVIly on this work, mcluding both the dicussions by these 
authors and the extensIve lIst of references contained in their annotated bibliography. 
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APPENDIX TO PART ll: INSTRUMENTS AND DATA SOURCES 

,INTRODUCTION 

No matter how creatively designed, well controlled and smoothly executed an evaluation 
design is, it is only as good as the measures from which data are derived. As a worn 
needle will impair the sound of the finest hi-fi,so inadequate, noisy, or inappropriate 
measures will impair the qv,ality of the most elaborate and expensive evaluation. From this 
perspective, it is difficult to devote too much attention to measurement issues. 

The most commonly used measures for all levels of program evaluation are written 
("paper and pencil") instruments. Their low cost, relative ease in scoring and administra­
tion, and generally high reliability make written instruments attractive data COllection devices 
for prevention evaluation. This appendix reviews a number of instruments which are cur­
rently available I and that have I in some cases I been used to evaluate prevention programs. 
In addition I this appendix adresses a number of issues which relate directly to the selection 
and use of the instruments presented. These issues, discussed in the following three sec-
tions I are: . 

Assessment and interpretation of reliabIlity 
Validity \ 

• 
• 
• Reliability and validity vs. relevance 

The discussions presented here are in no way intended to be a comprehensive treat­
ment. Rather, they are presented with the hope that they will stimulate thought and per­
haps contribute somewhat to wiser use and selection of measurement tools. In each of these 
discussions a minimal knowledge of psychometric issues is assumed. 

ASSESSMENT AND INTERPRETATION OF REUABILITY 

Reliability refers, in the largest sense, to the extent to which an instrument is stable 
or error free. A major issue concerning reliability is the tendency among practitioners (and 
some measurement tex1:s) to minimize or ignore the distinction between reliability as stability 
and reliability as relative internal freedom from error. As elaborated below, choosing a 
~'highly reliable" instrument without reference to this distinction may lead to some unhappy 
choices. 

A second issue concerning reliability is that reliability coefficients are affected by the 
variance of the scores upon which the coefficient is based. All else being equal, the reli­
ability of an instrument will increase with increasing heterogeneity of scores. Thus, reli­
ability data are most usefuL when accompanied by supporting information such as s;;lmple 
variances and scatter plots (a condition. which, unfortunately I rareJy obtains). O~er prob­
lems of correlational measures (discussed in chapter 9), will, of course, also apply to most 
measures of reliability. 

A final issue concerning reliability :is the correctness of speaking of the reliability of an 
instrument. In truth, a reliability coefficient is as much a function of the population being 
assessed and the conditions under which the instrument is administered as it is a functf.~~ ';:~'. 
the psychometric qualities of the instrument. Such variables as enthusiasm of the;'~"" ',~l' ¥ ':~; 
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I) 
motivation of the respondents, or even room color and weather carr all affect reliability 
coefficients. (The score variance issue discussed above is a concret~ illustration of this point.) 

In sum, the above considerations prevent treating reliability simply as a number be­
tween 0 and 1 which should exceed .80 (or some other criterion). Rather, r'eliability is most 
usefully conce)ptualized as a set of statistical, psychometric, and situational variables and 
conditions wfiich affect the error in the stability of data gathered by a given instrument. 

The remainder of the current discussion of reliability points out some peculiarities of 
three common measures of reliability. 

Test-retest Reliability. Calculated as the correlation between scores on an instrument 
at two points in time, test-retest reliability speaks directly to the stability (as opposed to 
the freedom from error) of a measure. In fact, test-retest reliability is sometimes referred 
to as tlie "coefficient of stability." 

A problem aris~s because "stable over time" may have a number of meanings which 
cannot be unraveled simply, given the test-retest correlation. For example, a high correla­
tion might mean that respondents' scores remained unchanged over time, or that they 
changed according to some linear .. (or at least monotonic) function. Similarly a low correla­
tion may reflect either essentially random error around a stable group m~an or it might 
reflect some systematic but nonmonotonic change. .. 

,I \', 

Without access to sample means and, ideally, scatterplots, it is difficult to interpret the 
meaning of either high or low test-retest reliability coefficients. Unfortunately, such infor­
mation is rarely given in test reports or manuals and may only be available through personal 
communication with instrument authors. (For a discussion of other drawbacks of test-retest 
reliability, see Nunnally and Durham 1975). 

In general, test-retest reliability coefficients areov~r used in relation to their worth in 
selecting evaluation instruments. 

S~t-Half Re1iabili~. Another commonly used measure is the split-half approach. 
Here, e items are diVIded into subsets (typically odd and even items), .and the correlation 
?etween subsets is calculated to yield an estimate of reliability. A frequently used technique 
IS the Spearman-Brown Formula (Anastasi, 1976). The problem here is that reliability will 
vary depending upon how the items are divided. How large this variation will be depends 
upon a number of factors including the true structure of the attitude, trait, competency, 
and so forth being measured (that is, uni- vs. multi-dimensional), the ordering of items, 
and the length of the instrument. As with test-retest reliability, split half reliability is 
probably more commonly used than its worth warrants. '. 

Internal Consistency. A more appropriate estimate of reliability is provided by mea­
sures o~ internal consiStency, such as coefficient alpha (Nunnally & Durham, 1975) and 
Kuder-RIchardson techniqUes (Anastasi 1976);' However, because these coefficients were in 
the past more difficult and time consuming to calculate than a split half corr:elation, they 
have been less often encountered in the prevention psychometric literature. 

VALIDXTY 

A number of definitions of validity may be found in the measurement literature. One 
useful definition is that validity "indicates the extent. to which (an instrument) is capable of 
achieving certain aims" (Issac and Michael 1979, p. 83). These aims may include: (1) 
providing a representative sample of sQme universe of behaviors, attitudes, or competencies; 
(2) substituting for some more expensive, tjme consuming measure, or (3) inferring the 
presence or degree of presence of some nonobservable, intrapsychic variable. For further 
discussions of content, criterion related and construct validity, the reader is referred to 
Issac and Michael's original discussion (see, also, Anastasi 1976). 

A fourth type of validity, currently the topic of some debate among evaluators, is face 
validity. On the one hand are experts such as Nunnally who bemoan the illogic "of the 
reluctance on the part of some administrators in applied settings ... to permit the use of 
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predicator instruments which lack face validity" (1970, p. 149). ,~he othe~ pOSition is taken 
by Michael Patton who believes that "one of the best ways to faCIlItate deCISIOn m?~er under­
standing of and belief in evaluation data ~s to place a high value on the iace v&hdlty of re­
search instruments" (1978, p. 244, emphaSIS added). 

In truth Patton and Nunnally are probably not disagreeing. No one will argue that 
face validity ~lone is sufficient justification for choosing an instrument. ,However, all else 
being equal, a face valid instrument se~ms a strong as~et for the evaluatlOn process. ,Mor~ 
generally, evaluators are urge~ to '~onsIder Patton's advlce that co~sumers be asked pnor to 
any data collection whether a gIven mstrument seems useful and belIevable. 

Issues of utilization asid~, critics of face valid instrum.ents sometimes argue that su~h 
instruments are too easy for subjects to "figure ouL" The concern here ,see~s to be tha~ 
subjects will try to look good,' succutnb to demand. pressures, or otherwls~ fool aro.u~d 
with face valid instruments. However, respondents can be equa~ly clever: m undermm~ng 
nonface valid instruments. Also, consistency checks can be bUIlt mtoany mstrument WhICh 
allow detection of false responses (see, for example, Royer Cook's use ?f a bogus druf!, 
"cadrines," on a drug use survey elsewhere i~ ~his appen~ix). or:he real Issue, h?,,:,ever h IS 
not detecting false responses but rather aVOIdmg them m the fIrst place. A VOI?mg ,t em 
has much more to do with th~ testing .environment, particularly ,the tester's reli:ltionshlp to 
respondents, than it dues to do with measurement theory or practIce. 

RELIABILiTY AND VALIDITY VS. RELEVANCE 

The above discussions suggest that obtaining adequate, technicali~formation (especially 
reliability information) about poten~ial inst;ru~ents n:tay reqUIre subs!~n:!.~l ::~~Et aon,...~~;,pa,:! 
of prevention evaluators. Paradoxically, It IS pOSSIble to arg~e thu,- '-V\J .u:~""~L ""mpu.UO.lO \J~J. 
reliability and validity clouds the real issue in instrument selectIOn, namely I elevance. 

In a general sense, relevance refers to the fact that th~ u~t~mate crit~r~on for c~~osing 
(or rejecting) an instrument is not measured in terms of relIabIlIty or valIdIty ,coefflcI~nts i 
Rather it is measured in terms 9f the ability of a given instrument ,to meet the, mfOrm~tif~n~ 
needs ~f a given program. Unless informational needs are met, the mstrumen.t IS, by e mI­
tion, useless. 

Often determining the relevance of an instrument is as straightforward as determini~g 
the match 'between program objectives and instrument items and. scales., S~c~ a strat~gy wI,ll 
likely be most useful when program objectives refer to changmg or mstillmg certam atti­
tudes teaching specific information or competencies, or changing the fr~quendcYF,~r b~~b a­
bilit 'of specific behaviors. The interested reader is referred to Morns an ,1 ~- 1 on 
(197~) for a step by step method for determining the match between program objectives and 
instrument items. 

Determining the relevance of an instrqment becomes more diffic~lt when the instrument 
is intended to measure a complex, intrapsychic variable such a~ perceIved loc~s o~ control or 
self-esteem. Here, there is an ever present risk that the vanable as opera~lOnalIze~ ?y tl~e 
instrument's author and the variabie as operationalized by the program WIll, b~ SImIlar In 
name only. A careful examination of the theor~tical and empirical bases of an Ins~~men\ ca~ 
provide insight into the extent to which the Instrument and the program are ta ng a au 
the same or different variables. 

Evaluators are urged to thoroughly research the literature concerning a~ instrument 
before making an assessment of its relevance to a given program effort. FaIlure to pay 
adequate attention to issues of relevance is one of the surest ways to decrease the proba­
bility of finding program effects. 

CONCLUSION 

Few of the instruments in this appendix ad~ess ,a!l ~f the above issues. Thus, an 
initiative for the prevention field should ?e the Ide!ltlflcatIOn and development of reliable, 
valid, and relevant instruments for preventIon evaluatIOn. 
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ORGANIZATION 017 THE APPENDIX 

Each instrw1!lent is coded regarding its "potential use in process (p), outcome (0), or 
impact (i) evaluation. The instruments are grouped in the following categories: multi scale 
batteries ~ intrapersonal scales, interpersonal scales, and substance scales. 

The appendix also includes descriptions of books which contain similar instruments and 
data sources that should be considered for process ,outcome, and impact indicators. 

The reviews of instruments in this section were based on several secondary sources 
including: 

(1) Test manuals or special texts (when available). 

(2) Robinson, J. P., and Shaver, P. R. ,Measures of social psycho­
logical attitudes. Ann Arbor, Michigan: Institute for Social Re­
search, The University of Michigan, 1973. 

(3) 

(4) 

Pfeiffer, w. J., and Helsin, R. Instrumentation in human relations 
tra:ining. Iowa City, Iowa: University Associates, 1973. 

Lake, D. G., Miles, M. B . and Earle, R. B . Measuring human 
behavior. New York: Teachers College Press, Columbia Univer-
sity, 1973. 

(5) Abrams, A. L., Garfield, E. F., and Swisher, J.D. l).ccount­
ability in drug education: A model for evaluation. Washington I D. 
C.: Drug Abuse Council, 1973. 

(6) Buros, O. K. The seventh mental measurements yearbook. High­
land Park, New Jersey: The Gryphon Press, 1965. 

Where appropriate direct quotations are indicated. Any instrument selected for use 
should be subjected to a current review of the manual, relevant research, and available 
critiques. Each scale should also be obtained and the items examined. In many instances 
only selected subscales are appropriate as indicators for prevention programs. If subscales 
only are used I they should be carefully pretested. 
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REVIEW OF INSTRUMENTS 
~<) 

MULTISCALE BATTERIES 

,Y Ca1¥ornia Psychological Inventory (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

2. 

Harrison G. Gough 

Thirteen years and over 

1957, Revised 1964, 1969, 1975 

Consulting Psychologists Press, Inc. 
577 College Avenue " 
Palo Alto, CA 94306' 

i.l 

The CPI consists oflB ·standard scales designed to assess personality charac­
teristics impor1:rint for social living and social interaction. The scales are 
grouped into four broad categorief? Each scale serves as an index of inter­
persohal functioniI:\g as described below (Gough 1975). 

1. Measures of poise, ascendency, self-assurance, and interpersonal 
adequacy. 

(a) Dominance--leadership r doqnnimce, persistence" and 
social initiative. 

(b) capacif1 for status--personal qualities which"under­
lie and ead to status. 

(c) Sociability--outgoing, sociable, and. participative 
temperment. 

(d) Social presence--poise, spontaneity, and self-
confidence in personal and social interaction. (', 

(e) Self-acceptance--sense of personal worth, self­
acceptance, and -, capacity for independent thinking 
and action. 

(f) Sense of well being--self-assured 
wprries and complaints. 

'\1 , 

Measures of sOcialization, maturity , 
interpersonal structuring of values. 

with minimal 

responsibility, and 

(a) Responsibility--conscientious, responsible, and de-
pendable disposition and temperment. 

(b) S.ocialization--social maturity, integrity" and recti­
·:'-·tude. 

(c) Self-control-)"'self~regulation and freedom from im­
pUlsivity and self-centeredness. 

(d) Tolerance--accepting and nonjudgmentalsocial beliefs 
and attitude. 

(e) Good Imp'ression:~\-capacity for creating a favorable 
impression, and' concern about others I reactions. 
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Description: 

• 

(f) Communality--correspondence of reactions and 
responses to a common pattern. 

3. Measures of achievement potential and intellectual effi­
ciency. 

(a) Achievement via conformance--factors of interest and 
motivation which facilitate achievement in a setting 
requiring conformance. 

(b) Achievement via independence--factors of interest 
and motivation which facilitate achievement in a 
setting requiring autonomy and independence. 

(c) Intellectual efficienai'--degree of attainment of per­
sonal and intellectu efficiency. 

4. Measures of intellectual and interest modes. 

(a) pSd1cholOgical mindedness--interest in and responsi­
hi ty to the inner needs, motives, and experiences 
of others. 

I-~' 

(b) Flexibili*--adaptability o't/ a person's thinking and 
social he avior. 

(c) Feminity-~masculinity or femininity of interest. 

The CPI is made up of 480 items which the subject answers as true or false. 

Administration The inventory is largely self-administering to literate subjects. Time required 
and Scoring: for admini,stration is 45-60 minutes. 

Reliability : 

Validity: 

Criticism: 

Suggestions 
for Use: 

References: 

Special answer sheets are available for use with the computer scoring service 
maintained by the publisher. Handscoring answer sheets are also available, 
Scoring yields l8 raw scores which can be transfered to a profile form that 
provides graphic representations of standard scores. 

Test-retest reliabilities reported in the manual (Gough 1975) include a sample 
of 200 prisoners retested after 7-21 days with individual scale reli~bilities 
ranging from .49 to .87! and two high school classes retested after one year 
resulting in correlations ranging from .38 to .75 for males and from .44 to 
.77 for females" 

Evidence for validity of the scales is summarized in the manual indicating the 
each of the scales has some validity when compared with specific performanc"" 
criteria. 

The scales are not entirely independent and may not measure 18 separate 
traits and. reliabilities. The concepts may be dated and value laden. 

A handbook has been assembled by Megarg'ee (1972) explaining the develop­
ment, characteristics, and scales of the CP1. The published literature is 
reviewed and uses of the CPI in assessment and research are discussed. 

1/ 

Gough, H. G. Manual for the California Psychological Inventory. Palo Alto, 
Californla: Consulting Psychologists Press I" Inc., 1969. 

Megargee, E. 1. The California Psychological Inventory handbook. San 
Francisco: Jossey~Bass, 1972. 
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Educational Quality Assessment Inventory (p,o,i) 

Authors: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Developed by staff of Division of 'Educational Quality Assessment, 
Pennsylvania Department of Education. 

Ten/eleve:n, thirteen/fourteen, sixteen/seventeen (gl'ades 5, 8 and 11) 

1970-1973, with extensive revision in 1977 

Division of Educational Quality Assessment 
Bureau of Planning and "Evaluation 
Pennsylvania Qepartment of Education 
Box 911 C/-: 
Harrisburg, FA 17126 . .. 
Note--Persons interested in use of this instrument should send mqUIrIeS, 
stating intended use, to Dr. J. Robert Coldiron, Division Chief. 

The student's self-esteem attitudes toward others and school, citizenship 1 

health and safety knowledge and practices, creative activities, career aware-
ness, appreciation and kD.owledge of human accomplishments, and problem­
solving skills are examined. Basic academic skills, including reading, 

'writing, and mat.~ematics are also measured. 

The inventory is based on ten quality educational goal.s an~ includes measur~­
ment devices associated \\ith each. Test construction IS based on matrIX 
sampling--a method whereby each stud~nt responds to one portion of the total 
test items for each goal. Each portion or form is balan,ced with the same 
number of items and with positively and negatively worded .items. An appro­
priate test is available for grades 5 (209 items), 8 (290 items), and 11 (188 
items). 

Administration The test is self-administered and the forms are randomly dispersed, usually 
and Scoring: in classroom groupings. 

Reliability : 

Scoring is done by schools. A school mean score, based on individual stu­
dent scores is determined for each goal area of the test. For each goal, a 
school's per~entile state rank is determined by comparing the school's score to 
the scores of a group of normative schools. Infor~ation ~~. colle~ted ~m 
resources available to each school, for example, phYSIcal facIllties, fmancl?l 
resources, teachers, qnd home conditions. A score range for a scho~l. IS 
predicted based on correlation coefficients computed betw~en these quantifl~d 
conditions and scores for the normative group. The predIcted score range IS 
an indication of how other schools score when operating under similar condi­
tions~ 

A model of criterion-referenced scoring is also provided. A score based on 
the percent of students in a school compl~ting ~e invento~y ~md meeting a 
criterion for minimum positive responses IS proVlded. CriterIOn-referenced 
information is given for attitudinal as well as cogni?ve. areas. ,!he. school 
receives a score denoting the percent of students satisfymg the Criterion and 
percent ·of students statewide answering a majority of the items favorably. 

Statewide and individual school items response data are als~ provided, based 
on the percent of students that gave each of the possible dnswers for each of 
the items on the battery. 

Median internal consistency reliability estimates for 1978 range from .73. to 
.94 for grade 5, .80 to .95 for grade 8, and .80 to .96 for grade 11. RelIa­
bility estimates and item characteristics (mean, s. d., and so on) for all 
students were essentially the same for all grade levels. 
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References: 

• 

A comparison of the EQA measure of self-concept with another scale given to 
more than 300 children in each of the three grades indicated a strong positive 
correlation for each grade level (rls of .77, .81, and .76; .69, and .79; and 
.69 respectively). In addition, independent teacher ratings on two compo­
nents of self-esteem and the EQA measure of self-esteem showed significant 
correlations. The EQA measure of understanding others was compared in one 
school district with teacher ratings of students as high or low in their accep­
tance of those who are different from them. For grades five and eight it was 
found that the high and low acceptance groups differed significantly from one 
another with regard to the total score on the EQA measure. No findings in 
support of the validity of the EQA were found for grade eleven, but the 
problem may be in the validation process rather than in the instrument itself. 

Other comparison studies on the EQA measures of interest in 'School and 
l€::arning, health knowledge and habits, and decision making found strong 
relationships between the EQA measures and other tests. Further reliability 
and validity information is included in the manual (Division of Educational 
Quality Assessment 1978a). 

The battery is designed for use at a group level (the unit of analysis of all 
data is the school) and ,.absence, of individual student profiles may limit usage. 
Students may respond to test items the way they believe they are expected to 
respond, reading skills may affect performance on the test, and the test 
measures attitudes and intended actions rather than actual behavior. The 
health practices variable does not adequately cover substance use. 

Strengths and weaknesses of a school IS performance on goals tested can be 
discovered by comparing school item data with statewide item data. Schools 
may classify test items according to when, of if, the items have been included 
in the instructional programs, and thus compare student performance and test 
content with local objectives (Division of Educational Quality Assessment, 
1978b). 

Division .of Educational Quality Assessment. Getting inside the EQA inventory. 
Harrisburg, Pennsylvania: Pennsylvania Department of Education, 1978a. 

Division of Educational Quality Assessment. Manual for interpreting elemen­
tary school reports. Harrisburg, Pennsylvania: Pennsylvania Department of 
Education, 1978b. 
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Self-Assessment Scales (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Ardyth A. Norem-Hebeisen 

Junior and Senior High School 

1975 

National Humanistic Education C~nter 
110 Spring Street 
Saratoga Springs, New York 12866 

The Self-Assessment Scales instrument is designed to measure self-esteem 
which it differentiates along 7 dimensions (Norem-Hebeisen 1976): ' 

1. Showing Feeling - Ease in having and showing strong feelings including 
the expression and experience of personal closeness. ' 

2. Being Known - Comfort in allowing others to know onels inner self. 

3. Performance Sources - Extent to which feelings of personal worth are 
independent of personal achievement and skill. 

4. Social Sources - Extent to which feelings of personal worth are indepen­
dent of the judgements and approval of other persons. 

5. Self-Evaluation - How favorably one compares self with peers. 

6. Real-Ideal Congruence - The relative congruence between what respon-
dents think they are and what they think they should be. 

7. Well Being - A general sense of personal worth and comfort with self. 

The Self-Assessment Scales is composed of 66 items which respondents rate 
on a seven point, "Completely True Of Me" to "Not True Of Me" Likert type 
scale. 

Administration The Self~Assessment Scales is self-administered with instructions printed on 
and Scoring: the test booklet cover. Hand scoring sheets are available from the distributor. 

Reliabili ty: 

Validity: 

Criticisms: 

Cronbach alphas for the seven scales (dimensions) of the self-assessmenT 
scales are uniformly high (.77- .88), based on a population of 376 9th 11th ~ 
and 12th. grade, white, middle to upper middle class, nondeviant Mid~ester~ 
suburban youth. (Ahlgren and Norem-Hebeisen 1979.) 

Ahlgren and Norem-Hebeisen (1979) compared the 376 youths described above 
(~orm group) with four groups of deviant youth (Runaways, n=20, Learning 
DIsabled, n=17 , Drug Abusers Pretreatm~mt, n=36 , and Drug Abusers in 
Treatment, n=21) and one group of Posttreatment Ex-Drug Abusers (n;;23). 
These six groups showed distinctly different patterns of responses on the 
Self-Assessment Scales. Specifically, the Self-Assessment Scales seem able to 
differenti;1't?:~ J:he pretreatment and intreatment drug abusers from both the 
normal and posttreatment groups, and from the two nondrug-abusing deviant 
groups based upon a number of analyses. A similar study by Norem-Hebeisen 
(reported in Lettieri 1975) also suggests reasonable discriminant validity for 
the Self-Assessment Scales. 

~he seven scales of the Self-Assessment Scales show considerable intercorrela­
bons. The author reports that principal component analysis of the seven 
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simple sum scales yields four factors: basic acceptance, conditional accep­
tance, self-evaluation, and real-ideal congruence (Ahlgren and Norem-Hebeisen 
1979). 

The Self-Assessment Scales is a psychometrically sound tool for assessing 
self-esteem as conceptualized by the author. Programs operationalizing self­
esteem in like fashion should strongly consider this instrument, but may wish 
to use four, rather than seven scales (see criticisms, above). 

Ahlgren, A. and Norem-Hebeisen, A. A. Self-esteem patterns distinctive of 
groups of drug abusing and other dysfunctional adolescents. The Inter­
national Journal of Addictions, 1979, 14 (6), 759-777. 

- I 

Norem-Hebeisen, A. A. A multidimensional construct of se!f-esteem. Journal 
Qf Educational Psychology, 1976, 68 (5), 559;'565. 

Norem-Hebeisen, A. A." Self-esteem as a predictor of adolescent drug abuse. 
In D. J. Lettieri (Ed. ) , predictin~ adolescent dru~ abuse: A review of 
issues, methods, and correlates. Roc Ville, MD: National Institute on Drug 
Abuse, 1975. 
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The Piers-Harris Children's Self Concept Scale: "The Way I Feel About Myself" (p,o,i) 

Author: 

Ages: 
'( 

Date: 
ii 
" Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability: 

Validity: ' 

Criticisms: 

Suggested: 

References: 

Ellen V. Piers 

Nine - eighteen years 

1976 

Counselor Recordings and Tests 
Box 6184 Acklen Station 
Nashville, Tennessee 37212 

Based on a factor analysis (Piers 1976a), the scale appears to measure six 
dimensions of self concept including perceptions of one's behavior, school 
status, physical appearance, anxiety, popularity, and happiness. These 
dimensions are scored as a single concept index. 

The scale presently consists of 140 items which are answered "yes" if a 
statement is true and "no" if the statement ,is false (for example, I am a good 
reader. yes no) . The simple format and third grade reading level (Piers, 
1976a) allows for group testing as low as age six, and if administered individ­
ually, could be given to even younger groups. 

The scale takes approximately 15 to 20 minutes to administer and 
a scoring key based on expert judgements of positive answers is available in 
the manual (Piers 1976a). The scale is easy to administer and score, but 
Piers (1976a) suggests that caution be taken with interpretation of results. 
Percentiles for grades four through twelve are available. 

Piers (1976a) reports internal consistencies ranging from .78 to .93 and four 
month test~retest reliabilities ranging from .72 to .77. In a research mono­
graph, Piers (1976b) also reports test-retest reliabilities (three weeks to 
seven months) ranging from .62 to .96. These reliabilities are certainly at an 
acceptable level. . 

In the test manual, Piers (1976a) reports high concurrent validity correla­
tions with other self concept scales (that is .68 with Lipsitt's Children's 
Self-Concept Scale and .64 with the SRA Junior Inventory). The research 
monograph (Piers 1976b) reports similarly gopd correlations with Tennessee 
Self Concept Scale (.61) and the Self Esteem Jnvelltory (.85). A factor 
analysis suggests adequate construct validity and the original item process 
selection provides content validity (Piers 1976a). 

The scale was originally designed for research purposes and Piers (1976a) 
recommends that other uses of the scale be undertaken with reservations. 

The Pier-Harris Children's Self Concept Scale is probably the most fre­
quently used outcome measure for self concept changes in the prevention 
evaluation literature. Its high reliability, however, may make changes more 
difficult to assess. It remains one of the simplest and most adequate. devices 
in this domain. 

Piers, E. V. 
monograph No. 1. 
1976b. 

The Piers-Harris children's self concept scale: Research 
Nashville, Tennessee: Counselor Recordings and Tests, 

\. 
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Self-Esteem Inventory (p,o) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability : 

Validity: 

Criticism: 

Suggestions 
for Use: 

References: 

S. Coopersmith 

Forms A and B 
Form C 

1967 

Nine years and over 
Adults 

Self Esteem Institute: San Francisco, California 

The inventory is a form for self evaluation, specifically in the areas of 
general sat;isfacti0;t with self, perceived evaluation by others, social adjust­
ment, phYSIcal traIts, and self confidence. 

The Coopersmith Self-Esteem Inventory is comprised of three different forms. 
Form A consists of 58 statements, answered by checking "like me" or "unlike 
me. " It provides a general assessment of self-esteem and can be broken 
down into five subscales. Form B consists of 25 items, and provides one 
self-esteem score, with no subs cales . It takes half the administration time of 
Form A, and the two forms correlate highly (.86). Form. C is like Form B, 
with 25 items and one self-esteem score, but is reworded\to make it more 
appropriate for adults. Forms A and C also correlate highly (.80). 

The inventory is self-administered, takes 10 to 25 minutes depending on 
which form is used, and can bEl machine scored. 

A factor analysis discussed by Robinson and Shaver (1973) revealed four 
factors: self derogation, leadership-popularity, family-parents, and assertive­
ness anxiety. Split-half reliability tests on Form A resulted in coefficients of 
.87 to .90. According to Robinson and Shaver (1973) test-retest reliability is 
good -- .88 over five weeks, .64 over one year, and .70 over three years. 

Convergent validity tests with other measures related to self-esteem and self 
acceptance gave correlation coefficients between .42 and .66 (Robinson and 
Shaver 1973) . Predictive validity is good, but high discriminant validity 
scores point to a problem with the inventory. 

This inventory fairly comprehensively covers self-concept and has the poten­
tial to measure sub-areas such as the family and social self-esteem (Robinson 
and Shaver 1973). A considerable amount of reliability and validity data have 
been gathered on a variety of sub-populations. One concern raised by 
Robinson and Shaver (1973) is that the scales correlate highly with social 
desirability. The inventory is a good candidate for evaluating prevention 
efforts directed toward self-esteem. Further field validation studies are 
recommended. 

This inventory measures attitudes towards the self in social, academic, family, 
and personal areas of experience. It was originally used in conjunction with 
teachers' behavioral ratings of self-esteem, but is now used as a general 
self-esteem measure. 

Robinson, J. P. , and Shaver, P. 
attitudes. Ann Arbor, Michigan: 
University of Michigan, 1973. 

R. Measures of social psychological 
Institute for Social Research, The 
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Locus of Control Scale for Children (p,o) 

Author: 

Ages: 

Date: 

Variables: 

Description: 

S. Nowicki and B. R. Strickland 

Caucasiq,n children, grades 3 - 12 

1972 

This scale was designed to measure children'S beliefs in external-internal 
control, as defined by Rotter. Internal control refers to regulation of events 
by personal behavior; external control refers to the belief that events are 
controlled by forces other than oneself. This scale attempts to assess the 
degree to which children believe they have control of their lives. 

The scale consists of a 40-item test ( yes-no answers). Two short forms are 
available and preferred (Robinson and Shaver 1973). These versions are a 
collection of the best items from the total scale. Perceptions of control are 
ascertained in areas such as parental discipline, sports, scholastic success, 
social relations, and a general belief in luck. 

Administration The test was originally administered orally, but has also been self-administered 
and Scoring: The entire scale should take about 15 minutes to complete, and the format is 

adaptable to manual or machine scoring. . 

Reliabilities : 

Validity: 

criticism: 

Suggestions 
for Use: 

References: 

Split-half reliabilities range form .63 to .81 (Robinson and Shaver 1973), with 
older subjects yielding higher correlations. Test-retest reliabilities were 
lower, ,but the general level of consistency is acceptable. Feelings of internal 
control have been found to increase with age and have some tendency to 
correlate with intellectual achievement in males, yet they do not appear to be 
importantly related to social desirability of responses (Robinson and Shaver 
1973) . 

Overall validity is fair: .41 with the Bailer-Cromwell scale, and .31 and .51 
with the 1+ scale of the Intellectual Achievement Responsibility Questionnaire 
(Robinson and Shaver 1973). 

While locus of control has a logical appeal, it may not necessarily correlate 
with substance abuse in comparison with factors such as peer pressure (Shute 
1974) . 

The Nowicki-Strickland scale is recommended for programs hoping to improve 
a client's feeling of control. According to Robinson and Shaver (1973), this 
may be the best test in the locus of control domain. 

There were few minorities in the original sample and the evaluator should be 
aware of possible interactions between ethnicity, socioeconomic status, and 
test scores. 

Robinson, J. P. , and Shaver, P. 
attitudes. Ann Arbor, Michigan: 
University of Michigan, 1973. 
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Intellectual Achievement Responsibility Questionnaire (p,o) 

Authors: 

Ages: 

Virginia Crandall, Walter Katkovsky, and Vaughn Crandall 

All School Age 

Date: 1965; 1968 (short form) 

Source: Crandall, V. C., Katkovsky, W., and Crandall, V. J. Children's belief in 
their own control of reinforcement in intellectual - academic achievement 
situations. Child Development, 1965, 36, 91-109. 

Variables: The Intellectual Achievement Responsibility Questionnaire (IARQ) differen­
tiates the construct of locus of control in two important ways. First, it 
assumes situational specificity (i. e., school work). Second, it allows the 
possibility that perceived control of academic successes and academic failures 
are independent constructs. Hence, the 1ARQ provides subscores for both 
beliefs in internal responsibility for' successes (1+) and in internal respon­
sibility for failures (1-). 

Description: The 1ARQ is composed of 34 achievement oriented situations, each accompanied 
by two explanatory statements. Respondents must choose the explanatory 
statement which best describes their experience. Half the items measure 1+ 
and half measure 1-. 

Two short forms (20 items), one for elementary and one for secondary, are 
available, and correlate well (.88-.90) with the longer version. 

Administration The IARQ has been administered both orally and in written form. Subscale 
and Scoring: scores are computed as the number of 1+ and I - explanations endorsed. 

Reliability : 

Validity: 

Criticisms: 

Suggestions 
for Use: 

References: 

Test-retest reliability coefficients for 304 3rd through 5th graders were .66' 
for 1+ and .74 for I-. Secondary school coefficients for students were .47 
and I+ and .69 for I-. 

A number of assessments of convergent and divergent validity are reported. 
Significant positive associations have been found between 1ARQ scores and 
grades, achievement tests, and intelligence tests. These choices of criteria 
measures are somewhat odd. The purported purpose of the IARQ is to mea­
sure taking of responsibility for academic success, not potential for success 
per se. Indeed, a high I- score requires endorsing a number of statements 
which admit academic failures. 

Additional reliability estimates (e. g., Cronbach alpha) would be welcome. 
Also, as noted above, validity assessments are somewhat peculiar. Finally I 
moderate but significant associations have been found between 1+ and I­
scales for some secondary populations. Sueh a result calls into question the 
utility of considering 1+ and I-as separate dimensions, at least for secondary 
school students. 

Although additional psychometric information is desirable, the IARQ is recom­
mended for consideration any time locus of control is considered relevant to 
program goals and school aged youth are involved. Under such conditions it 
is to be preferred . over the Norwicki and Strickland test, owing to its greater 
differentiation of the locus of control construct. 

Note: A refined version of the IARQ will shortly be available from NIDA's 
NAPA Project (Moskowitz et al 1979). 

Crandall, V. C. Refinement of the IAR("{~cale (NI1vIH progress report, Grant 
No. MH-02238). December, 1968, 60-67. i~ 

(I, 
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Crandall, V. C., Katkovsky, W., and Crandall, V. J. Children's belief in 
their own control of reinforcements in intellectual-academic achievement situa­
tio,J?:.s. Child Development, 1965, 36, 643-661. 

Moskowitz, J. M., Condon, J. W., BreveI', M., Schaps, E., and Malvin, J. 
The NAPA Project: Scaling of student self-report instruments (Progress 
report to NIDA). Deceriiber, 1979. 
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Value Survey (p) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Milton Rokeach 

Twelve yeaI,'s - adult 

1967-1973 

The Free Press 
A Division of Macmillan Publishing Co., 
866 Third Avenue 
New York, NY 10022 

Inc. 

The survey takes into account both long and short term changes in values, 
attitudes, and most importantly, behavior. Terminal and instrumental value 
differences are also measured \Yithin this framework. 

The primary focus of the survey is values, rather than attitudes (Rokeach 
1973). It was designed specifically to concentrate its evaluation on a cogni­
tive representation. This representation induded not only individual needs, 
but also societal and institutional demands. 

Administration Participants are given a two-page list of values (terminal and instrumental) 
and Scoring: which are placed in alphabetical order, and are asked to arrange items on 

each page in rank order of importance. The score for an item is its rank. 

Sample: 

Reliability : 

Validity: 

Criticisms: 

Rokeach (1973) includes rankings found from representative samples of adult 
Americans, as well as grades 7-16. In regard to subgroup differentiations, 
variables such as sex, income, education, race, age, politics, and religion are 
included. In addition, cross-cultural comparisons were examined in terms of 
values for American, Canadian, Australian, and Israeli college men. 

Test-retest reliabilities were taken and a median correlotion of .65 was 
obtained for both terminal and instrumental values. However, these reliabil­
ities were judged to be too low for satisfactory general use. Thus, some 
revision were made in the defining phrases of each value and the result was 
an increase from .65 to . 69 (Rokeach 1973). 

The data (Rokeach 1973) indicate that the terminal value reliabilities were 
consistently higher than the instrumental value reliabilities. This finding may 
suggest that the terminal list is more complete, and thus participants are 
more certain of their rankings.. In Contrast to this finding, individual relia­
bilities varied considerably. In some instances they were as low as -.30 and 
as high as .90. These distinct differences may be due to the different 
sampling groups. In addition, there seems to be a great deal of fluctuation 
in value rankings cress-culturally (Rokeach 1973). Therefore, the reliapility 
results of the Value Survey could be considered somewhat questionable 
despite the fact that most reliabilties were above .50. 

Rokeach (1973) cites several studies which deal with value rankings. Since 
the individual differences in value system stability are somewhat vague, the 
validity of the Value Survey could be considered weak. Only sex, age, 
intellectual ability, and liberalism have both terminal and instrumental value 
stability. Moreover, even this finding is sometimes questioned. As a result, 
one might want to closely evaluate the validity of such a survey. 

Both the validity and the reliability of the Value Survey appear to be some­
what questionable. There is a great deal of fluctuation between and among 
the different variables which are measured. Concerning the reliability of the 
survey, there were 86 out of 250 coefficients below .69 (Rokeach 1973). In 
addition, the various studies which have dealt with value rankings seem to 
find wide differences in thie conclusions. C' 
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Given its low reliability and validity, it is not recommended as a measure of 
change. Even for descriptive purposes, .it must be pointed out that it is 
only characteristice of an individual or group at one point in time. 

Rokeach, M. The nature of human values. New York: The Free Press, 
1973. 
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Tennessee Self Concept Scale (p,o) 

Author: 

Ages: 

Date: 

Sources: 

William H. Fitts 

Twelve years and over 

1964··65 

William H. Fitts, Tennessee Self Concept Scale: Test Booklet 1964, and 
Manual 1965. Nashville, TN: Counselor Recordings and Tests, Department of 
Mental Health. 

Description'~, Th~ TSCS is made up of 100 self-descriptive statements, 90 of which are 
desIgned to measure self-concept and 10 of which are designed to measure 
self-criticism (Bentler's review in Buras 1972). 

Administration, On this test, which is self-administered, the subject marks each statement on 
and Scoring: a five-step scale ranging from "completely true" to "completely false." 

Sample: 

Reliability : 

Validity: 

Criticisms: 

Two different systems are available for scoring the test items: (1) Coun­
seling Form is suggested as most appropriate for providing feedback for the 
individual, and (2) Clinical Research Form suggested as more applicable when 
the tester desires "research and clinical assessment" (Bentler's review in 
Buras 1972). Use of the Counseling Form provides 15 profiled scores: 
self-criticism, nine self-esteem scores, three variability of response scores a 
distribution score, and a time score. Scoring the Clinical and Research F~rm 
provides 30 profiled scores: the 15 generated by the Counseling Form (se~ 
abo-ye) p~us response bias, net conflict, total conflict, 6 empirical scales, 
deViant sIgns, and 5 scores each of which totals the number of responses for 
one of the 5 possible categories of responses to each item (Buras 1972). 

626 individuals of both sexes, aged 12 through 68, and differing in race and 
socioeconomic status (Bentler's review in Buras 1972). 

Two-week test-retest reliability coefficients for 60 college students: total 
self-regard, .92; rows, from .88 to .91; columns, from .85 to .90. These 
are sufficiently large to wa.rrant confidence in individual difference measure­
ment (Fitts 1965). 

Information concerning validity between self-regard scores from TSCS and 
otl?-er alleged, m~asures of self regard. is not encoYiI'aging, and there is no 
eVIdence to mdicate that the separate scores can be discriminantly inter­
preted. In fact, there maybe overlappi!l.g among th~)m (Fitts 1965). 

" 
Bentler (in Buras 1972) suggests that some of the TSCS's scores correlate 
highly with other scales thathRve been developed to measure "personality 
functioning. " He cites the following examples: the Total Positive (TSCS) 
correlates -.70 with the Taylor Anxiety Scale. Correlations with the Cornell 
Medical Index and an unpubliShed "Inventory of Feelings i, ranged from .50 to 
.70. Correlations with MMPI scales are often in the .50's and .60's. These 
overlaps between TSCS and other established measures could indicate that one 
might consider using TSCS as an nlternative to these measures. 

~c~ording to Bentler's review of TSCS (see Buras 191;(2), the scoring method 
~s ,'cu.mJ;>ersome," and necessitates the use of an involved procedure. Infor­
mation IS lacking concerning the internal consistency of the TSCS scale 
(Bentler in Buras 1972). Subscores are ncm-independent (Robinson and 
Shaver 1973). In addition, Bentler (1972) suggests tnat while intercorrela­
tions among subscores are presented, the author fails to report any principal 
components analysis or factor analysis, thus making it impossible to assess 
the number of different, dimensions of sel~-concept that are being measured by 
the scale. Bentler POSIts at most the eXlstence of only two or three different 
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dimensions. Thus, although the manual describes the test as "multi-dimen­
sional," no data are provided to substantiate this. 

The test can be used to differentiate between normal and psychiatric patients 
and between normals and nonnormals. According to Suinn (in Buros 1972): 
lithe TSCS ranks among the better measures combining group discrimination 
with self-concept information. The Empirical Scales are useful as a means of 
screening clients for pathology, while some of the other scales seem to add 
some intuitive data about self perceptions. II 

Bentler, M. Review of TSCS. In Buros, O. K. The seventh mental mea­
surements yearbook. Highland Park, New Jersey: The Gryphon Press, 1972. 

Fitts, W. H, Tennessee Self Concept Scale: Manual. Nashville, TN: 
Counselor Recordings and Tests, Department of Mental Health 1965. 

Robinson, J. P., and Shaver, P. R. Measures of social psychological atti­
tudes. Ann Arbor, Michigan: Institute for Social Research, The University 
of Michigan, 1973. 

Suinn, R. M. Review of TSCS. In Buras, O. K. 
measurements yearbook. Highland Park, New Jersey: 
1972. 
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Personal Orientation Inventory (p,O) 

A~thor: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Everett L. Shostrom 

Grades 9 - 16 and adults 

1962 - 68 

Educational and Industrial Testing Service 
San Diego, California 92107 

The POI seeks to measure self-actualization as defined by Maslow (1968). 
The instrument consists of two major scales: an Inner Support Scale and a 
Time Competence Scale. The Inner Support Scale attempts to measure the 
gegree to whi~,bthEl respondent tends to act on his/her own principals rather 
thalJ:-~GCtcring-to outside influences. This scale is composed of five pairs of 
related, but contrasting, variables which when scored produce ten subs cales . 
The Time Competence Scale attempts to measure the degree to which the 
respondent lives mostly in the present as opposed to dwelling on past events 
or being anxious about the future (Bloxom's review in Buros 1972). 

Persons taking the test complete 150 comparative value judgement items. 
They are asked to choose which of two opposing values is closer to what they 
hold to be true for themselves. The following sample test questions (items 52 
and 72) serve to illustrate the format and type of forced-choice items included 
in the test: 

a. I am afraid to be angry at those I love. 
b. I feel free to be angry at those I love. 

a. I accept inconsistencies within myself. 
b. I cannot accept inconsistencies within myself. 

Administration Thirty minutes are usually allowed for completing the test. Results can be 
and Scoring: either hand or computer scored. 

Reliability : 

Validity: 

Criticism: 

Suggestions 
for Use: 

Reliability coefficients range from a "moderate" .55 to a "good" .85 (Bloxom's 
review in Buros 1972). According to Robinson and Shaver (1973), there have 
been no studies of POI's internal consistency. 

According to Bloxom (see Buros 1972) the content validity of the POI scales 
is "good. II Bloxom cites that in five of six studies which administered POI to 
patients and nonpatient controls, patients' scores increased more from pre­
therapy to posttherapy than did those of the controls. Co an (see Buros 
1972) also notes that subjects who have been designated as "relatively self 
actualized" by clinical psychologists tend to, have higher scores on POI, and 
that the scores seem to rise following psychotherapy. 

i' 
Ii 
'/ 

According to Bloxom (1972), the manual notes that the various sut;iscales 
contain overlapping items and that their independence has not been estab­
lished. Reliance on the subscales could result in overinterpretation (Robinson 
and Shaver 1973). 

According to Co an (see Buros 1972), there appears to be a "bias in favor of 
extraversion, " with emphasis on "overt expression II as opposed to "inner 
experience. " He suggests that the choice of variables is· ther!retically biased 
and that the instrument's items are not very sophisticated., 

The appeal of self actualization may be strong in prevention:,l, programs I but 
this scale should be used with caution. Pilot testing for prq'cess evaluation 
should be conducted prior to use as an outcome measure. 
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Bloxom, B. Review of POI. In Buros, JO. K. TlheG~;~iro~ ~:~~l 
measurements yearbook. Highland Park, New ersey: e , 
1972. 

r< R W Review of POL In Buros, O. Ie ,,,,oan, . . J 
m~l1.ts yearbook. Highland Park, New ersey: 

The seventh mental measure­
The Gryphon Press, 1972. 

Maslow, A. Toward a psychology of being. Princeton, New Jersey: Van 
Nostrand, 1968. 

Robinson, J. P. , and Shaver, P. 
attitudes. Ann Arbor, Michigan: 
University of Michigan, 1973. 
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Group Dimensions Descriptions Questionnaire (p) 

Author: John K. Hemphill 

Ages: Twelve years - adult 

Date: 1956 _ 

Sources: The Ohio State University Press 
Irene Martin 
Columbus, Ohio 43201 
Phone: 614-422-6446 

614-422-6930 

.. 

Variables: Characteristics of groups in various situations are studied. The respondents 
to the questionnaire express their attitudes, perceptions, and impressions or 
knowledge about specific groups in which they are involved (Pfeiffer and 
Heslin 1973). -

Description: There are 150 statements on the descriptions questionnaire which are de­
signed to specify particular group dimensions. These group dimensions are 
then arranged into 13 categories which are intended to indicate the degree to 
which group members perceive characteristics to be true or false. The re­
sulting data were used to develop the following individual categories: 

(1) Control--manner in which a group regulates the behavior of individuals 
during their group functioning. 

(2) Stability--grQup characteristics and dynamics over a period of time. 

(3) Intimacy--extent to which group members are knowledgable about each 
other. 

(4) Stratification--degree to which the group is structured .in terms of power 
and influence. 

(5) Hedonic Tone--extent,of congeniality within a group. 

(6) Autonomy--degree to which a group has an independent position from 
other groups in terms of decision making and activities. 

(7) Potency--importance of a group to its members. 

(8) Viscidity--extent to which group members function as a total. 

(9) Permeability--openness to new members. 

(10) Participation--amount of commitment in time and effort by the members. 

(11) Polarization--degree to which- a group wot'ks toward a unitary end. 

(12) Flexibility--degree to which informal rather than formal processes are 
followed. 

(13) Homogeneity--degree of similarity in socially relevant .characteristics 
among group members (Pfeiffer and Heslin, 1973). 
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Administration 
and Scoring: 

Reliability 
and Validity: 

Criticisms: 

Suggestions 
for Use: 

References: 

The administration of the descriptions questionnaire takes about 15 to 20 
minutes. 150 statements are answered in degrees, from definitely true to 
definitely false. Each of these responses is weighted. The scoring takes 
about ten minutes. Normalized scores can be obtained by converting the row 
scores on 13 dimensions. 

If sufficient scoring keys are available, group members can score the ques­
tionnaires for more immediate feedback. In this way, the instrument can be 
incorporated into the process of the group. 

This instrument has been shown to. have adequate reliability for process 
evaluation. Additionally, there is evidence of similarities in group satisfac­
tion and the dimension scores which respondents may give. However, the 
information in these areas concerning specific statistics must be obtained from 
the manual (Hemphill 1956). 

There appears to be some overlap in the subsGales (for e::ia:mple, intimacy 
correlates .41 with homogentiy, Hemphill 1956). 

The questionnaire could be used for both organized and natl,1ral groups, to 
give members some indication of the strengths and weaknesses of the group. 
In addition, the questionnaire might enable group leaders to evaluate the 
quality of group participation. 

Hemphill, J. 
Columbus, Ohio: 

K. Group dimensions: A manual for their measurement. 
The Ohio State University Press, 1956. 

Pfeiffer, J. W., and Heslin, R. instrumentation in human relations trainin : 
A guide to 75 instruments with appJICa""tion to t e Iowa 
city, Iowa: Uni versity Associates, 1973. 
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~ Russell Sage Social Relations Test (p,o) 

Authors: 

Ages: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability : 

Validity: 

Criticism: 

Suggestions 
for Use: 

References: 

Dora E. Damrin, William E. Coffman, and William A. J e'nkins 

Ch.Udren, grades 4 - 8 

Educational Testing Service, Princeton, New Jersey 08540 (publisher) and 
Hillcraft Industries, Route 3, Traverse City, Michigan 49684 (for purchase of 
building blocks used in test) 

The test was designed to evaluate group problem solving skill: "It was 
constructed to assess skills, knowledge, and behavior patterns relevant to 
group planning and action" (Lake, Miles, and Earle 1973). Traits which are 
assessed include the respondent's ability to be a leader at times and a group 
member at others, the ability to initiate suggestions, to listen to the sugges­
tions of others, and to accept group decisions (Ibid.). The original design 
of the test has been modified. 

Variables measured in the planning stage include participation, involvement, 
communication, autonomy, organizational techniques, and final plan. Variables 
measured in the operations stage include involvement, atmosphere, activity, 
and success. Variables which limit performance are also considered. 

All children in a classroom are instructed to work as a group to build three 
structures in ascending order of difficulty. Building materials include 36 
notched, interlocking plastic blocks (Lake, Miles, and Earle 1973). 

An observer records· the group work in two stages--the planning stage and 
operations stage--according to whether a majority or minority of the group is 
engaged in the particular variables being measured. Fifteen minutes are 
allowed for construction of each figure. Additional time is allowed for 
planning and approximately one hour total time is required. 

Behavior is coded into content divisions. The examiner then extracts a 
picture of behavioral trends in group functioning over the specified time 
period (Lake, Miles, and Earle 1973). 

According to Lake, Miles, and Earle (1973), there are no test-retest data 
available on this instrument. They cite the authors' assertion that the 
instrument measures "dynamic variables that are subject to change over time" 
and that therefore test-retest methods are not appropriate. Part-time 
observer reliability had to reach .75 before Damrin considered training of her 
scorers acceptable. 

Authors apparently did not consider construct and predictive validity to be 
relevant to this instrument. Analogous scores were obtained for both adult 
and children's groups, both skilled and unskilled in group planning. 

Lake, Miles, and Earle (1973) note the lack of investigation of reliability and 
validity and suggest tnat until this is provided, the instrument should not be 
used for evaluation of training or group interaction. The rating system is 
complex, and requires trained staff to administer, observe, and score the 
interactions, a factor which may limit use of the test. 

This approach to evaluation enables the investigator to assess interaction in 
a direct manner. However, knowledge of group processes and training in 
observation and scoring is necessary for correct use of the instrument. 

Lake, D. G., Miles, M. B., and Earle, R. B., Jr. (Eds.). Measuring human 
behavior. New York and London: Teachers College Press, 1973. 
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Chapin Social Insight Test (p,o) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability: 

Validity: 

Criticism: 

F. Stuart Chapin (test) and Harrison G. Gough (manual) 

Thirteen years and over 

1967 - 68 (originally developed by Chapin in 1942) 

Consulting Psychologists Press 
577 College Avenue 
Palo Alto, California 94306 

The Social Insight Test is designed ",to as~s:s ~~def~:~c~~:n~~at~~e~c~~~i 
with which an individual can appraIse a e 
say and do" (Gough 1968). . . 

, d f 25 "problem situations" in interpersonal relation~ or 
The tes~ IS compo,se 0, ~ k d to select the one of the four gIven 
personalIty, dynaffilcs. S,ubbJecthts are ta~i:elY reason for the behavior described 
options WhICh best descrl es e mas .' 1972) 

't WI'II have (Lanyon's reVlew m Buros . or consequences 1 

" d d'S approximately 30 minutes to com-
The test is self-admimstere s:n r~q~llre d 'th differential 
plete, although there is no time l~ll1lt.. Items ar~ s~ore WI 
weights of one, two, or three. Scormg IS done by an . 

, (1972)' t nal consistency reliabilities for this 
According to Lanyon's reVIew 6 m ([972) cites the reliability results for 
test are i;n the .68 to .78 range. rr 100 males (corrected odd/even· coeffi-
s~veral dIfferent grou:ys--: :~P~~l~! (item/test correlations as projected ,by 
Clent of .78), a ~amf e 7~) d sample of 215 females (item/test correlation 
~e .~~5~for~e~:!~tes~ ~eliabil~~es a were not computed according to the test's 

manual. 
, d b th ual are generally low. Lanyon 

Validity coefficients prOVIde ,y . e man f the CPl the MMPI, and 
(1972) points out that "correlations i: ther:~~~~~gO 30" In' a comparison of 
the SV are low, with yer;Y f~W c~rrE: a ~~:re were "~od'est correlations I! with 
the test with psycho Og,lStS ra ngs, bili to communicate (Lanyon, 1972). 
such qualities as gth00d Jthudg~ent an~c~ ar% most highly related to scores, on 
Q-sort data reveal at . e 1 ems w 'f th and for bemg 
the CSIT include "ability for aei~~g the ~~1e:e~~:s~ve~ese:~~ the subtleties 
both a good leader an~ a" goo IS ener, hen mean scores were computed 
of other people's behaVlor )Lanyon, 1~;) ~rd~rings were "reasonable in terms 
for a vari~tyl ?f ?chctupatihl?Cnha ",,~rg~~P~'e expected to be required" (Orr, 1972). 
of the SOCIa mSlg w uu. 

1'd'ty es may result because the CSIT 
Lanyon (1972) sugge~ts ~atr~fili:e~~ ~pe~~f~ personality or social attribute." 
appears to be assessmg a th th dealing with a unitary dimension, the 
Orr (1972) suggests that ra er an t 
SCIT may be assessing a multifaceted, heterogeneous concep . 

'd I "minor" points' the correct 
Lanyon (1972) cites what he conSl er~ severa rather "arbitrary'" and the 
response options for some of the, questi°crs appear options seem "~utdated." 
wording of some of the questions an responseeviations from a number of 
While the manual includes means ~nd s~~~~~r~ ~ercentile or standard score 
sample groups, there are no norm~ pro . 
form (Lanyon, 1972). 

( 73) 't t the possibility that the items simply 
Lake, Miles, and ~arle 119 !Ol~ T~ to 'psychologize' about interpersonal 
measure "the subJect1's earne ti a \ 1 categories of explanation." Orr (1972) 
relations, or to app y, conven ona b the CSIT needs to be reduced. 
suggests that the rtheadmgh~ol adthdemtans~~: re1iability is too low for individual 
He also suggests at w 1 e e e . 
work, it is probably acceptable for group work. 

231 



A Qa,5 ;( 51 

Suggestions' 
for Use: 

References: 

'I',he CSIT has been cited as "the most prOIDlsmg available iri:~trfunent for 
assessing social insight" (Lanyon, 1972). Orr (1972) states that it represents 
"an interesting and useful attempt to measure potential interpersonal behavior 
as it might occur in real-life situations." While the instrument is not recom­
mended for individual or clinical use, it is deemed appropriate for experi­
mental purposes. 

Gough, H. G. The chaFcin Social Insight Test: Manual. 
California: Consulting Psychoogists Press, 1968. 

Palo Alto, 

Lake, D. G., Miles, M. B., and Earle, R. B., Jr. Measuring human behavior. 
New York and London: Teachers College Press, Teachers College Columbia 
University, 1973. ' 

Lanyon, R. 1. Review of CSIT. In Buros, O. K. 
measurements yearbook. Highland Park, New Jersey: 
1972. 

The seventh mental 
The Gryphon Press, 

Orr, D. B. Review of CSIT. In BUros, O. K. 
ments yearbook. Highland Park, New Jersey: 

The seventh mental measure­
The Gryphon Press, 1972. 
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Family Environment Scale (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability : 

Validity: 

Criticisms: 

Suggestions 
for Use: 

I' 

Rudolf H. Moos 

Families--no age limits or reading levels suggested 

1974 

Consulting Psychologists Press, Inc. 
577 College Avenue 
Palo Alto, CA 94306 

Based on Murray's theory of environmental press, this instrument is 
designed to evaluate several key variables of family life. The three major 
scales of the instrument reflect interpersonal relationships within the family, 
nature and direction of personal growth emphasized within the family, and the 
organizational structure of the family unit. 

The final form of the instrument, Form R, contains 90 true-false items, nine 
items measuring "press" toward each of the ten subscale variables. Questions 
measuring the relationship dimension evaluate press within the family toward 
cohesion, expressiveness, and conflict. The personal growth scale eval1,lates 
press toward independence, achievement orientation, intellectual-cultural 
orientation, active-recreational orientation, and moral-religious emphasis. The 
final major scale, system maintenance, evaluates press toward organization and 
control within the family unit. A thorough description of the instrument 
subs cales can be found in the instrument manual (Moos, Insel, and Humphrey 
1974). . 

Form R, ureal, Ii is designed to measure family members' perception of what 
the family is actually like. A parallel form, Form I, "ideal," is available to 
evaluate family members' perceptions of what the family should be like. 
There is also a short form of this measure (Form S) and an Expectations Form 
(Form E) (Moos, Insel, and Humphrey 1974). 

The scale can easily be administered to individuals or groups. Test booklets 
are reusable and answers to true-false questions are marked on an answer 
sheet which is readily scored using a plastic template. It is not a timed 
measure; however, completion of the measure should require less than 30 
minutes. Scores are computed for each of the ten subscales and a family 
incongruence score. This score reflects the degree of agreement between 
family members on .characteristics of the family. 

Test-retest reliability (over an eight week period) rar.ged from .68 to .83. 
Internal consistency coefficients are between .64 and .79. Item to subscale 
correlations are between .45 and .58. The reliability of the scale appears 
adequate. 

Validity information is lacking. 

Issues related to the reliability and validity of the instrument have not been 
thoroughly evaluated. Reliability information, although encouraging, is based 
on a relatively small number of subjects. Reliability and validity information 
should be collected as part of a pilot project. 

The scale may be an acceptable measure of family environment. Family incon­
gruence scores, development of a family profile, as well as differences 
between Real and Ideal Scores (Forms R and I) could prove to be useful 
informatl~>n in family counseling. The instrument also has potential for 
research studies. For e~ample, Moos, Insel, and Humphrey (1974) have 
collscted information relating patterns of alcohol use to various characteristics 
of the family as measured by the FES. 
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Moo~, R. H., Insel, P., a;nd Humphrey, B. Combined IIreliminary manual: 
Fanu\ic' w?r k and group enVIronment scales. Palo Alto, Ca Ifornia : Consulting 
Psyc 010g1Sts Press, Inc., 1974. 
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The Work Environment Scale (p,o,i) 

Authors: 

Ages: 

Date: 

Variables: 

Description: 

Administration 
and S~oring: 

Reliability: 

Validity: 

Criticisms: 

Suggestions 
for Use: 

References: 

Rudolf H. Moos and Paul M. Insel 

Adult 

1974 

Based on environmental press theory, this instrument is designed to measure 
the social environment of work settings. The three major scales of the instru­
ment measure relationships within the organization, the degree of emphasis on 
personal growth in the work setting, and system maintenance or basic system 
organization and characteristics. 

There are various forms of this instrument. Form R is the most widely 
l,lsed, and contains 90 true-false items, nine items measuring press toward 
each of ten subscale variables. Relationship dimension items measure press 
toward involvement, peer cohesion, and staff support. Items in the personal 
growth dimension measure press toward autonomy and task orientation. 
System maintenance and system change dimensions measure press toward work 
pressure, clarity, control, innovation, and physical comfort. A more complete 
description of the instrument subscales can 'be found in the WES manual 
(Moos, Insel, and Humphrey 1974). Form R "real" measures what employees 
believe their work environment is actually like. Form I "ideal" measures what 
the employees would like their work environment to be. Form E (expectations) 
assesses what the employee expects the work setting to be like. A short 
form of the instrument (Form S) is also available. . 

The scale can be easily administered to individuals or groups. Forms R, I, 
and E are parallel and can be scored using the same scoring template. Test 
booklets are reusable and answers to true-false questions are marked on an 
answer sheet which is readily scored using a plastic template. This is not a 
timed measure, but completion of the 90 item forms should be possible in less 
than 30 minutes. 

Raw or standard scores are obtained for each of the ten subscales, which 
result in descriptive profiles ior variou~, employee groups and allow for compar­
isons between work units or personnel groups. 

"Internal consistency ranged from .70 to .91. Item to subscale correlati.ons 
varied from .48 to .63. The reliability of this instrument appears adequate. 

Moos, Insel, and Humphrey (1974) state that the Form R subsGale intercorrela­
tion average of .25 indicates that the subscales measure different but related 
characteristic~ of the work setting. It would appear that adequate validity 
information 1s lacking. Statistics relating to the alternate forms of the instru­
ment are availCl:ble in the WES Manual (Moos I Insel, and Humphrey 1974). 

The validity of the instrument has not been cleariy supported. 

The WES could be used as a process instrument for determining staff dynamics 
within an agency. Differences between personnel units can be compared. 
The instrument has potential for'ilse in varied work settings. 

Moos, R. , Insel, P, and Humphrey, B. Combined preliminary manual: 
Family, work and group environment scales. Palo Alto, California: Con­
sulting Psychologists Press, Inc., 1974. 

235 

.. 



I 

\ 

~ 
Evaluation of Classroom Climate (p,o) 

Author: 

Ages: 

Date: 

Sources: 

Variables 
Measured: 

Description: 

Administration 
and Scoring: 

Reliability 
and Validity: 

John Withall 

Classroom students of any age 

March 1969 

Association of Childhood Education International 
3615 Wisconsin Avenue, N. W. 
Washington, DC 20016 
or 
University Microfilms 
A Xerox Company 
P.O. Box 1346 
Ann Arbor, Michigan 48106 

There are specific clues which indicate behaviors, interactions ,and confronta­
tions within the classroom climate. Some of the variables which focus on 
these behaviors include the professional stand which is taken by the classroom 
teacher. The teachers' verbalizations are divided into two major subgroups. 
The behaviors are viewed as either learner or teacher oriented in context. 
Within the seven individual categories are behavior differences, including 
commendatory, acceptance, problem structuring, neutral directive, reproving, 
and teacher supportive behaviors (Withall 1969). 

The primary concern of the instrument is with the socio-emotional interactive 
behaviors between the teacher and his/her students. More specifically, the 
affective tone that accompanies communications between individuals in groups 
is of prime importance (Withall 1969). Therefore, the evaluation of classroom 
climate focuses on clues which indicate general emotional factors. It appears 
as though climate probably affects the degree of freedom, as well as spon­
taneity and range of roles available to each individual within the limits set by 
the group. 

The first category is learner supportive statements or questions. The major 
intent of these statements is to encourage, bolster, and praise the learner. 
The second category is acceptance or clarifying statements or questions. The 
intent of these responses is to help the learners gain insight into their 
problem. The third is problem-structuring statements or questions. These 
statements may enable teachers to further increase their understanding of 
what the learner has said. The fourth category includes neutral statements 
which evidence no supportive intent. These statements may simply be repeti­
tions of statements that the learner has just made. The fifth includes direc­
tive statements or questions which persuade the learner to take the teacher's 
point of view. The sixth category is reproving, disapproving, or disparaging 
statements or questons. These statements intend to chastise the learners for 
unacceptable behavior and prevent them from repeating the behaviors. The' 
last category is teacher-supportive statements or questions. These statements 
reassure the teacher of his/her position (With all 1969). 

As assessment of the classroom climate index is computed by dividing the 
total number of statements that fall into categories one, two, and three by 
the number of statements that fall into categories five, six and seven. Using 
this climate index, one can determine whether ~he atmosphere is liberating for 
the learners and enhances their inquiry, testing, and coping slalls. Likew~se, 
the index can determine whether a climate is hindering learning and coping 
activities. 

Withall reported that one can reliably and validly categorize the teachers' 
verbal behaviors through the use of the Classroom Climate Index. In fact, 
there is research evidence which concludes that the social-emotional climate in 
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Criticisms: 

suggestions 
for Use: 

References: 

, ' 1 d t the quality of the problem solving I 
any teaching situa,?on IS, r:e, ate '~. learners However substantiating 
inquiring, and copmg actiVities of l:he, 'Withall's Evaluation of Class­
data su~porting these ,state~end~s ati~~ 1~~n~elrability and validity coefficients 
room ClImate. There IS no mIca 0 
were analyzed in this particular instrument. 

Although Withall reports that the Classroom Cli~ate ,In~ex is both valid and 
reliable, more substantial evidence supporting thIS claIm IS necessary. 

The Classroom Climate Index could be used with caution in some teaching­
learning situation. 

I ' t Ch1'ldhood Education, 1969, 45, Withall, J. Evaluation of classroom c Ima e. 
403-408. 
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r Hill Interaction Mat~ix - Group (p) 

Author: 

Ages: 

Date: 

Sources: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability 
and Validity: 

Criticisms: 

William Fawcett Hill 

Six year - adult 

1963 

Youth Studies Center 
University of Southern California 
Los Angeles, California 90007 
Phone: (213) 746-6292 

The variables measured in the HIM-G include group interaction content, 
group interaction style, and therapist activity. The content dimension 
includes topic, group, personal, or relationship variances, while the style 
dimension includes the categories of responsive, conventional, assertive, 
speculative, and confrontive behaviors (Pfeiffer and Neslin 1973; Lake, Miles, 
and Earle 1973). 

The Hill Interaction Matrix-Group focuses on group and leader behavior, 
rather than on the style of individual members. The HIM-G is intended to 
measure group hehavior. Its processing is 'faster then the content analysis 
method which was the original purpose of the matrix (Pfeiffer and Neslin 
1973). 

The matrix consists of 72 descriptions of group behaviors. An observer, 
leader, or member of a particular group rates the group on each item. Four 
statements are given within each cell of the matrix. These statements 
describe given behaviors with four different emphases: trainer sponsored 
behavior I trainer encouraged behavior, member behavior (number of members), 
and proportion of time needed to fulfill group needs. The rating scale ranges 
from "not-at-all" to 40-100 percent of the 'time for "fr,equency of member 
participation. " Similarly, statements coded as "member participating" have a 
rating scale ranging from no members to seven or more members. An example 
of the type of statement which might be included within a cell matrix is, 
"Members express negative or hostile feelings or delusional ideas about certain 
conditions, institutions, or events" (Pfeiffer and Neslin 1973). 

The administration of the HIM-G' takes roughly 20 minutes, while 
the scoring takes only 10 to 15 minutes. The key for the matrix is in the 
supplement to the HIM Monograph. A number of indices can be constructed 
from the matrix by recording member silence, amount of leader participation, 
risks taken, and the therapist's activity. In the actual scoring it is 
necessary to convert cell, column I and totals to percentages. This can be 
achieved by dividing each total in the columns by the "Overall Total" 
(Pfeiffer and N eslin 1973). 

Primary statistics on reliability and validity are available through the Hill 
Interaction Matrix Mono1raph. The validity correlations for the HIM-G are, 
however, recorded as eing over .90, with scores from the content analysis 
system. This figure indicates a relatively high degree of validity for 
purposes of implementing the matrix. However, reliability testing of the scale 
is lacking so that even the high validity coefficient may be somewhat 
questionable. 

The manual to the Hill Interaction Matrix is somewhat confusing. This can 
pose problems in scoring the matrix as well as interpreting it. In addition, 
there is an absence of normative data. This phenomenon is acknowledged as 
being a problem; however, there is some indication that the matrix has 
validity. There is also a lack of available information concerning the relia­
bility of the instrument. 
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References :. 

The Hill Interacti(",:a Matrix-G appears. to have s~vera~ p~si~le ~:s ieaJ~/~~ 
be used to 9~ditize members to theIr transactions ,y avmg dd'ti the 

- /~ , f dback to the group every few nunutes. In a lon, 
so.~!,;::::iiernbebrl gIvbeotheeleaders and members to complete a scale after selected 
':.latrlx ena es 

. meetings or at the end of a laboratory. 

, th HIM G ~ ht include determining staff dynamics within 
pOSSIble uses Itfornu'gh~ also - de:imine the content of interaction between staff 
an agency. 
and participants. 

I R B J (Eds) Measuring human 
L k D G Miles M. B. and Ear e, . ., r. . . -

a e, . . , " 1973 behavior. New York: Teachers College Press, . . 

, d Neslin R Instrumentation in human relations training: 
PfeIffer, J. W." an '.th· I' tion to the "behavioral sciences. Iowa 
A guide to 75 mstr~ents WI, app Ica 
City, Iowa I UniverSIty Associates, 1973. 
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Reactions to Group Situations Test (p) 

Author: Herbert A. Thelen and Dorothy Stock Whitaker 

Ages: Twelve years - ap'ult 

Date: 1967 

Sources: John Wiley and Sons, Inc. 
605 Third Avenue 
New York, New York 10016 
Phone: (212) 867-9800 

Variables: Aspects of individual behavior in group settings are measured by this test. 
There are five scores which indicate preferences for each of five kinds of 
behaviors. The five include inquiry mode or work mode, fight mode, pairing 
mode, dependency mode, and flight mode. 

Description: The Reactions to Group Situations Test is useful in sensitizing participants 
to important dimensions of group relations. It is a way of introducing them 
to certain assumptions concerning people in therapy and similar groups. 

According to Pfeiffer and Neslin (1973), the inquiry mode focuses on task 
oriented behavior, group oriented responses, and problem solving orientation. 
The indicated preference in the fight mode is an angry response. The 
pairing mode is designed to see if members support flnother person's idea. It 
also looks at an individual's expression of intimacy, warmth, and commitment 
towards the whole group. In the dependency mode, preferences are for 
support and direction with reliance on "a definite structure, rules, regula­
tions, reliance on leader or on outside authority, and expressions of weakness 
or inadequacy. " Preference for the flight mode includes withdrawal or 
lessened involvement, joking, fantasy, daydreaming, inappropriate theorizing, 
generalizations, irrelevancy, and excess activity in busywork. 

AdImnistration The instrument takes 10 to 15 minutes to administer. Statements are made 
and Scoring: and two answers are given; the respondents are to answer in the manner 

which they feel is most siIPilar to their own behavior. Their answers indicate 
which mode they may be most closely related to. 

Reliability 
and Validity: 

Criticisms: 

Suggestions 
for Use: 

References: 

The scoring of the reactions to group situations takes about 12 to 18 minutes. 
According to Pfeiffer and Neslin (1973), the instrument is "pleasant to ti'lke 
and short and easy to score." 

There is no indication that reliability and validity testing has been completed 
for the Reactions to Group Situations Test. 

Both the validity and reliability of Reactions .to Group Situations are unclear. 

This instrument could be a useful way of measuring important relationships 
within a group setting. Appropriate settings might include any type of 
group gathering including academic, therapeutic, and social situations. 
However, researchers are l]xged to conduct pilot tests of reliability and 
validity before using this scale. 

Pfeiffer, J. W., and N eslin , R. Instrumentation in human relations training: 
A guide to 75 instruments with application to the behavioral sciences. Iowa 
city, Iowa: University Associates, 1973. 
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Youth Perception Inventory (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Fred Streit 

Early Adolescents 

1977 

Fred Streit Associates 
168 Woodbridge Avenue 
Highland Park, N.J. 08904 

The Youth Perception Inventory (YPI) assesses the respondent's p jrcept~on 
of his/her parents' behavior. The YPI. measures 26 concepts representing 
eight dimensions as described below (StreIt 1978). 

Dimensions 

Autonomy 

Autonomy and Love 

Love 

Love and Control 

Control 

Concepts 

Extreme autonomy, lax discipline 

Moderate autonomy, encouraging . so~ial­
ability, encouraging independent thmking, 
equalitarian treatment. 

Positive evaluation, sharing, expression of 
affection, emotional support. 

Intellectual stimulation, child-centeredness, 
possessiveness, protectiveness. 

Instrusiveness, suppression of ag~ress~on, 
control through guilt, parental dIrection. 

Control and Hostility Strictness, punishment, nagging. 

Hostility Irritability, negative evaluation, rejection. 

Hostility and Autonomy Neglect, ignoring. 

The YPI is made up of 108 statements which the respondent indicates. are 
true of both parents, true of mother or father only, or not true of eIther 
parent. 

Administration 
and Scoring: 

The YPI is self-administered and hand scor~d with score sheets aVf3.iI?ble 
from the distributor. Computation and analys~s. (Means, standard. deVIations 

d t-tests) of derived "substance abuse proclivlty" scores are avaIla~le from 
~e distributor on a for-fee basis (proclivity scores will not be proVlded for 
individual cases). 

Reliability : 

Valid~ty: 

Criticisms: 

A split-half reliability coefficient of .91 is reported for ~e. data from mot~er 
d father together (Streit 1978). The size and c~aracterlstIcs of the popu a­

~~n upon which this coefficient is based are not gIven. 

Concurrent validity data sug~est the ability of th; ~~~yto p'~re!~i;~cr:~i; 
reported substan~e use (StreIt 1978). In one suc . s . '.. i ) 
(derived from X analysis of correct vs. incorrect identifl~a~O? 0 users 
ranged frfm .26 to .86 with the majority bein~ under .50. SlgmfIcance levels 
for the X statistics are not given, nor are n s. . 

Although the author refers 'to the "predictive validity" ~~8:~r Y~~s~~ predir 
lion was involved in the studies reported (a fact the notes . 
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Sugges1jons 
for Use: 

Reference: 

St:eit's (~978) ~ttempt to infer predictive validity for the YPI based on 
eVIdence concermng the Strong Vocational Interest Blank is weak as best. 

In addition, further reliability information liuuld be welcomed. 

The ,~PI sh~uld be considered by programs whos,e, objectives include altering 
p,arti~lp~ts perceptions of their parents. Additional psychometrl'c }'n&orma-
tion IS highly desirable. J.' 

Streit Fred. Technical l' Y th ' Park N J manua. ou Perception Inventory 
, ew ersey: Fred Streit Associates, 1978. . Highland 
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SUBSTANCE SCALES 
National Survey on Drug Abuse: 1977 (o,i) 

Authors: Hebert L. Abelson, Patricia M. Fishbourne, and Ira Cisin 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Adminstration 
and Scoring: 

Reliability : 

Validity: 

12 years - Adult 

1977 

Abelson, H. 1., Fishburne, P . M. 'i and Cis in, 1. National Survey on Drug 
Abuse: 1977. Rockville, MD: National Institute on Drug Abuse, 1977. 

The instruments from the National Survey on drug abuse measure a number 
of variables including use of licit. and illicit drugs and attitudes towards and 
beliefs about marijuana. ' 

The National Survey on Drug Abuse instruments consists of two interview 
schedules. Both forms may be used with adults and youths and both assess 
use of marijuana, hashish, inhalents, cocaine, hallucinogens, opiates other 
than heroin, heroin, alcohol, tobacco, and caffeine. In addition, both forms 
assess attitudes towards and beliefs about marijuana. The forms differ in 
that one contains questions on the nonmedical use of psychotherapeutic drugs 
(both prescription and nonprescription), while the other contains questions on 
friends r use of heroin. 

The National Survey on Drug Abuse interview schedules are designed to be 
administered in a face to face interview by a trained interviewer. A number 
of interesting devices are employed to increase the validity of self-reported 
drug use. One such device involves giving respondents pictures of psycho­
therapeutic drugs when questioning them about the use of these substances. 
The pictures allow respondents to identify substances which they have taken, 
but know by a local street name, Another such device involves having 
respondents answer the interviewer's questions on answer sheets which the 
interviewer cannot see. 

No scales are derived and scoring is direct. 

No informatiop, given. 

As noted above, a number of devices are built into . the National SurveY(),n 
,Drug Abuse instruments which minimize respoI),dents perception of risk. Wht,te 
these devices may be expected to increase the validity of self-reported sub­
stance use, no independent assessments of validity are reported in the 
Abelson et al (1977) report. However, a known groups validity study, done 

, a~ a ;Pilot test, provided supportive data. 
, 

Criticisms: Some programs may find these interview instruments overly long and cumber­
" some. In addition, it is lik~ly that a limited number of programs will require 

Suggestions 
for Use: 

References: 

. all the information collected. Adequate psychometric information is lacking. 

Because of the wealth of information provided, the National Survey on Drug 
Abuse instruments seem particularly well suit~d to impact evaluations. 

Programs using these instruments will need to conduct thorough pretests in 
order to obtain reliability and validity estimates. Pretesting is especially 
important if some of the questions are deleted. 

Abelson, H. 1. I Fishburn,!,! , P. M., and Cisin,!. National survey on drug 
abuse: 1977. Rockville, Maryland: National Institute on Drug Abuse, 1977. 
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Senior Survey (o,i) 

Authors: 

Age: 

Date: 

Source: 

Variables: 

Desc;:ription: 

Lloyd D. Johnston, Jerald G. Bachman, and Patrick M. O'MaUy 

17-23 years 

1979 

Institute for Social Research 
University of Michigan, Ann Arbor, Michigan .' 48109 

The Senior Survey measures variables in six main categories. The categories 
and variables are given below. . 

(1) Drug Usage Variables: 

Cigarettes 
Alcohol 
Marijuana/Hashish 
Hallucinogens 
Cocaine 
Stimulants 
Sedatives 
Tranquilizers 
Heroin 
Other Opiates 
Inhalents 
Marijuana Only/Annual Prevalence 
Illicit Drug Use (Other than Marihuana)/Annual Prevalence 

Probability of Future Use of Drugs 
Grade of First Use of Drugs 
Degree and. Duration of Feeling High 

(2) Background and Demographic Variables: 

Sex 
College Plans 
Region 
Population Density 

(3) Attitude and Belief Measures: 

Perceived Harmfulness of Drugs 
Disapproval of· Drug Use 
Attitudes Regarding Legality of Drug Use 
Attitude~ Regarding Marijuana Laws 

(4) Attitudes and Beliefs of Parents and' Friends: 

Parents' Disapproval of Drug Use 
Friends' Disapproval of Drug Use 

(5) Exposure to Drug Use: 

Exposure to Drug Use 
Friends' Use of Drugs 

(6) Perceived Availability of Drugs 

T!'te Senior' Survey consists of five forms, each containing' about 400 items (a 
gIven respondent completes only one form~. Forms two through five have a 
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common core section (Part B) containing key drug and alcohol use questions. 
Part A of each form adresses a different set of attitudenal, behavioral, or 
demographic variables. Form one has slightly different, but comparable 
questions. • 

. Taken together the five forms provide an extremely complete profile of the 
sample. 

Administration The Senior Survey is administered in groups and takes respondents about 45 
and Scoring: minutes to complete. When originally used by the Institute for Social 

Research, the Survey was completed in pencil for optical scanning and 
computer scoring. 

Reliability 
and Validity: 

Criticisms: 

Suggestions 
for Use: 

Johnston, Bachman, and O'Malley (1979) provide no reliability or validity 
data; however, a reasonably persuasive argument for the general validity of 
scales of this type is made. 

Because five forms are required for complete information, larger samples are 
needed to provide stable data. This criticism obviously does not apply to 
Part B of forms two through five. 

The completeness of data provided by the Senior Survey makes it especially 
well suited to impact evaluation. With proper pretesting, portions of the 
complete survey will be useful at all levels of prevention evaluation. 

References: ... Johnston, L., Backman, J., and O'Malley, P. Drugs and the class of '78: 
Rockville, Maryland. Behavior, attitudes, and :recent national trends. 

National Institute on Drug Abuse, 1979. 
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~ Drug Education Evaluation Scales Part III: Incidence (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability : 

Validity: 

Criticism: 

Suggestions 
for Use: 

References: 

John D. Swisher and John J. Horan 

Twelve years and older 

1973 

Abrams, A., Garfield, E., and Swisher, J. Accountability in drug education: 
model for evaluation. Washington, D.C.: Drug Abuse Council, 1974. 

The purpose of the Drug Education Evaluation Scales is to assess the extent 
of drug abuse in a given area, and/or determine the behavioral effects of 
experimentally oriented drug programs. It evolved out of a number of 
projects attempting to determine the effects of various approaches to drug 
education. Essentially, it is an inventory for assessing the extent of drug 
use hehavior. 

The format of the test lists substances in a column down the right hand side 
of the page and lists extent of use options in a row across the top of the 
page. Additional substances may be added to the scale, which allows for 
adaptation to a particular setting. The advantage to the scale is that it has 
a very simple format, extensive flexibility, and it is easily answered. 

It is strongly recommended that this scale be given anonymously and in small 
groups. The examiner should be someone whom the students trust, such as 
a school counselor or a respected peer. This scale has typically been 
included last in a set of two or three other instruments (for example, an 
attitude scale and an alternatives scale). A use score can be derived by 
simply totaling the numbers checked. 

If a program's objective is to reduce the use of the most dangerous drugs, 
then it would be appropriate to consider weighting the more dangerous drugs. 

No reliability data are available at this time. However, the scale includes a 
dummy drug which provides one form of consistency check. It is also 
advisable to ask subjects (on separate forms) about the relative honesty of 
their answers. 

No validity studies have been conducted. The scale does correlate with 
attitudes toward drugs, at approximately .65 and with peer use of drugs at 
.64 (Warner and Swisher 1976). 

The instrument is only useful when subjects cooperate fully, since self­
incriminatingdurg use data is requested. Moreover, reliability and validity 
information is not available. 

The behavior subtest of the Drug Education Evaluation Scales has been used 
in planning and evaluating a number of drug education projects. Additional 
psychometric data are needed to assess the reliability and validity of this 
instrument. 

Abrams, A., Garfield, E., and Swisher, J. Accountability in drug education: 
Model for evaluation. Washington, D.C.: Drug Abuse Council, 1974. ,~ 

Warner, R. W., and Swisher, J. D. Alienation and drug abuse: Synonymous? 
National Association of Secondary School Prinicpals Bulletin, 1976, 53, 55-62. 
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Drug Use Checklist (p,o,i) 

Author: 

Ages: 

Date: 

Sources: 

Variables: 

Description: 

Administration 
and scoring: 

Reliability : 

Validity: 

Criticism: 

suggestions 
for Use: 

Roy Cook 

Nine years and older 

1975 

Roy Cook 
Institute for Social Analysis 
11,800 Sunrise Valley Drive 
ReRton, Virginia 22091 

Six categories of frequency of use for 12 substances. 

This measure elicits information about recent drug. use, is anonY?lous, quick 
to complete, and requires a minimun,t of instructions. It contams a bogus 
dr~g item as well as items about caffeme, alcohol, and tobacco. 

The Drug Use Checklist was constructed' after reviewing a variety of drug 
use measures (Hays' Questionnaire, Althoff's Drug Use Scale, the p~nn ~tate 
Scale and a scale developed for use in the military) to meet tea ove 
requi~ements. It is similar to a checklist used in military researc~ ~hich 
proved reliable (test-retest estimates) and valid (compared to other mdlCes, 
including urinalysis data) in a world-wide drug prevalence survey. 

The questionnaire can be reproduced on one page, and each indivi7utalll o~ly 
answers one question per substance. Scoring is simply a matter 0 b a ymg 
extent of use for each substance, or summing the ta~lies f?r all su. stances. 
It is more appropriate to weight the scoring; for diSCusslon of thIS proce­
dures, see Chapter 4: Outcome Indicators and Measures. 

In order to aid in the identification of false resI?o~ding the c~ec~list includes 
one bogus item (IICadrines"). The data. on indIVIduals wh? mdicate the use 
of this non-existent drug should be dIscarded. If a hIgh percen.tage of 
res ondents (that is, above 20 percent) check th~s category.' ~e entire ?-a~a 
setPis suspect. Other reliability data are. not avaIlable ~t ~IS time, ~nd It IS 
recommended that Qn evaluator establish hIs/her own relIabIlIty for thIS scale. 

The only validity data available was a comparison of scores for troubled and 
church-affiliated youth. The drug use patterns of the two groups were very 
different, indicating that the subjects were answering h01:e~tly and that the 
scale can discriminate between populations. Other valIdIty da~a are not 
availqble, and it is recommende~ that the evaluator establIsh hIs/her own 
validity for the scale. 

The major problem with this scale is its lack of use in program evaluation. 
Other data may be available from the author, and he should be consulted in 
interpreting results, 

. This simple format allows easy administration of the scale as an indicator of 
changes in use of various substances. It allows evaluators to focus only on 
items relevant to the evaluation. 
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Attitudes Toward Drugs (p,o,i) 

Author: 

Ages: 

Date: 

Sources: 

variables: 

Description: 

Administration 
and Scoring: 

R·aliability: 

Validity: 

Criticism: 

Suggestions 
for Use: 

Roy Cook 

Ten - eighteen 

1975 

Roy Cook 
Institute for Social Analysis 
11800 Sunrise Valley Drive 
Reston, Virginia 22091 

This drug attitude scale includes items covering feelings about how accept­
able drug use is, how much the respondents would !ike to use drugs, what 
they feel the effects of drug use are or can be, wp.y they feel people use 
druga or do not, and what k.inds of people are users or non-users. There 
are also statements e}j.-pressing attitudes about relevant laws and several 
statements which may show a differential acceptance according to which 
particular drug or type of drug is under consideration. 

Most drug prevention programs deal with attitudes toward drugs, whether 
they set out specifically to do so or not. They are, by definition, in the 
business of shaping their clients' feelings about drug use and policy. It 
therefore seems desirable to determine what attitudes are held by the partici­
pants in a program and how they may have changed after a period of time. 

The scoring of each item on the present scale goes from one to four, with 
one for "Strongly Agree" on half the items and the reverse (one for 
"Strongly Disagree") for the rest. Under this system, a hIgh score repre­
sents liberal or pro-drug attitudes and a low score shows conservative or 
anti-drug attitudes. The possible range of scores for the whole instrument is 
from 33 to 132. 

No reliability data are available; however, reliability for this type of ques­
tionnaire is easy to establish, and should be completed by the evaluator. 

The only validity data available was a cIJalparison of scores for troubled and 
church-affiliated youth. The drug use patterns of the two groups were very 
different, indicating that the subjects were answering honestly and that the 
scale can discriminate between populations. Other validity· data are not 
available, and it is recommended that the evaluator establish his/her own 
validity for the scale. 

The scale items may present reading problems for some 10-18 year old 
subjects. This scale has also not been widely used in prograril evaluation. 

One appropriate use for this scale is to' administer it in. conjunction with a 
drug use scale, which provides a validity check for both scales. In some 
situations where actual drug use data are not possible to collect, it could be 
used a more direct correlate of use; however, in doing so one must acknowl­
edge the problem of assuming equivalence between attitudes and use. 
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Drug Evaluation Scales Part 1: Substance Knowledge Scales (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

John D. Swisher and John J. Horan 

Twelve years and older 

1973 

Abrams, A., Garfield, E., and Swisher, J. Accountability in drug education: 
A model for evaluation. Washington, D.C.: Drug Abuse Council, 1974. 

The knowledge subtest of the Drug Education Evaluation Scales is designed 
to assess information gained from various drug educa?on programs. 

Based. on separate item analyses, the knowledge subtest of the Drug Education 
Evaluation Scales has undergone at least four revisions. The current form 
consists of 41 multiple choice items focusing on five types of co~only abused 
drugs: marijuana, hallucinogens, stimulants t depressants, and opIates. 

Administration There are forty-one items and the score is taken as the total number be 
and Scoring: correct. 

Reliability : 

Validity: 

Criticism: 

suggestions 
for Use: 

References: 

Internal consistency reliability coefficients on the instrument have excee~ed 
.80. An instrument of this type is highly susceptible to error as a function 
of changes in recent research findings and/or legislative re~sion .. Accord­
ingly any user of this scale would be well advised t~ m~ke mmor ~dJustments 
in a few items or to include parallel subscales for mcotine, caffeme, and/or 
alcohol. However, the addition of subscales requires new item analyses and 
checks on reliability and validity. 

Content validity was attempted by including approximately the same number 
of items from each category of drug. Cbnstruct and criterion-related validity 
are suggested by higher scores in user than in nonuser groups (p .01) and 
by a slight but significant correlation (r = .26, P .05) between test scores 
and grade-point averages. 

The scale may be outdated and must be revised for any current use. It 
would also improve the scale if items for alcohol, nicotine, and/or caffeine 
were included. Additio~al reliability and validity data should be obtained. 

The Drug Education Evaluation Scales have been employed in a variety of 
descriptive, . correlational, and experimental studies. It has been found, for 
example, that users are generally more knowledgeab~e a~out drugs than 
nonusers and that increased knowledge about drugs IS dIrectly related to 
liberal drug attitudes. combined with attitude and behavior scales, the 
knGwledge subtest has also served as an outcome measure in a ~umber of 
experimental drug al;>use prevention programs (for example, SWIsher and 
Crawford 1971; Swisher and Warner 1971). 

Abrams, A., Garfield, E., and Swisher, J. Accountability in drug e~ucation: 
A model for evaluation. Washington, D. C.: Drug Abuse CounCIl, 1974. 

Swisher, J. D., and Crawford, J. A. Evaluation of a short term drug 
education program. The School Counselor, 1971, 18, 265-272. 

• r 

Swisher, J.. D., and Warner, R. W. A study of four approaches t9 d,rug 
abuse ~revention. Research Report, The Governor's Justice COmmISSIOn, 
Pennsy vania, 1971. 
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Drug Knowledge (p,o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability: 

Validity: 

Criticism: 

Suggestions 
for Use: 

Roy Cook 

Twelve years and older 

1975 

Roy Cook 
Institute for Social Analysis 
11800 Sunrise Valley Drive 
Reston, Virginia 22091 

A drug knowledge scale is basic to an evaluation of any program which has 
education as a goal. Such programs are designed to equip their clients with 
the information necessary for them to make responsible decisions about drugs, 
both licit and illicit, and to examine their own social position and motives 
relevant to drugs. With these goals in mind this scale was designed to 
discover how much the respondent knows about the characteristics of a 
variety of drugs, including their physical and psychological effects, their 
origins, and their uses. 

This scale is similar in some ways to Althoff's Drug Knowledge Scale and to 
the Penn State Drug Knowledge Scale. Like them it has a multiple choice 
format and an emphasis on the effects various drugs may have on those who 
take them. Terminology related to the drug field, both slang and otherwise, 
forms a large part of this scale. Only a few items deal specifically with 
street names, because it is intended for use over as broad a spectrum of 
U. S. geography and culture as possible. This .. scale, unlike Althoff's or the 
Penn State Scale, covers not only illicit drugs but also legal over-the-counter 
drugs like tobacco, caffeine, and alcohol. It therefore covers a larger 
number of products and conditions of use. 

A total score is obtained by adding up the number of correct answers. Test 
scores may range from 0 to 35. It might also be of interest to look at some 
groups of related items. The largest of these would cover information about 
the effects of drugs on the user. Another possible category of questions to 
be reviewed separately would be those that have to do with terminoloy, 
including origins, definitions I and slang. 

No data available. 

No data available. 

As a research tool, the user should plan a pilot test to establish reliability 
and validity. Additional data may be available from the author. 

The Drug Knowledge Scale is readable and understandable by adolescents. 
However, . further field testing is desirable to gather validity and reliability 
data, The Scale's general use in drug prevention program eyaluation is 
dependent on the program objectives--the content of, the drug education 
should match item content. 
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University of Pittsburgh Youth Alcohol Survey (o,i) 

Author: 

Ages: 

Date: 

Source: 

Variables: 

Description: 

Administration 
and Scoring: 

. Reliapility 
and Validity: 

Criticisms: 

Suggestions 
for Use: 

References: 

Howard Blaine 

12 years and older 

1977 

Howard Blaine 
University of Pittsburgh 
5K01 Forbes Quadrangle 
Pittsburgh, PA 15260 

The U. P. Youth Alcohol Survey consists of seven main scales: 

1. 
2. 

3. 

4. 
5. 
6. 
7. 

A quantity frequency index for wine, beer, and liquor. 'th situa-
A measure of the amount of supervision or control present m e 
tions in which drinking usually occurs, , I 
Shortened versions of the Williams' temperate and mtemperate use sca es 
(Williams, et al 1968). " 
An alcohol knowledge scale. 
An attraction of drinking scale. 
A . drawbacks to drinking scale. 
A consequence of drinking scale. 

In addition, the survey ~nt~ins one item on smoking, three items on 
marijuana, and six demographIc ltems. 

The U. P. Youth Alcohol Surve~ consists of approximately 180 multiple 
choice, true-false, and Likert-type ltems. 

The survey is self-administ~red and tak~s :eo~~~~e~~~:~s. tOD~~:pl:~~' factor 
Keypunch numbelrs and co c~:r:~Eyea~e~ng used to construct derived scales. 
and cluster ana yses are b d' t d t the author 
Inquiries concerning these analyses should e lrec eo. 

Data are currently being gathered and are ava~lable from the author. 

'I l;ll t th' writing although the short forms 
No psychometric data are aVal a ~'''_. maperaitSe use sc~les seem to correlate well of the Williams' intemperate and ~ 
with the originals. 

The U, P. Youth Alcohoi gur~e~e:~~uld ~:y~hb~~i:'l~tein~~r~~:~ a~h~~!r~~ 
~~~~~~d p~~~~m~ro:r~ee au~hor, or'ideally in pretests with the program 
population. 

d U t b· H Philosophy and evaluation 
:llli:,~s ~1!hoID ~d~~~~bn L ·pr:;ram. n e~u~i:~{y J~urnal of Studies on Alcohol, 
1968, 29 (3) pp. 685-702. 
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Adolescent Drinking Behavior and Attitudes Scale (o,i) 

Authors: 

Age: 

Date: 

Source.: 

Variables: 

Description: 

Administration 
and Scoring: 

Reliability : 

Validity: 

Criticisms: 

Suggestions 
and Use: 

References: 

J. Valley Rach~l, Jay R. Williams, Mary L. Brehm, Betty Cavanaugh, R. 
Paul Moore, and William C. Ekerman .. 

7th - 12th Grade 

1977 

Valley Rachal 
Research Triangle Institute 
Post Offiice Box 12194 
Research Triangle Park, North Carolina 27709 

The Adolescent Drinking Behavior and Attitudes Questionnaire gathers data 
in the following 10 areas: 

1. 
2. 

3. 

4. 

5. 
6, 
7.'; 
8. 
9. 

Dernog~aphic, attitudinal, and personality variables. . , 
Drinking variables including a quantity-fr~quency mdex, a brIef con­
s'lmption history, and the respondents estimate of how many students 
his/her age drink in a drinking setting. 
Circumstances surrounding drinking, including where and with whom 
drinking occurs, and attitudes towards peer drinking. , , 
Consequences of drinking ,in~ludin~ ,a, variety of outcome~," ~e malOrIty 
which are negative (e.g., bemg crIticIzed by a date. getting mto school 
trouble), 
Perceived environment. 
Availability and opportunity to obtain alcohol. 
Use of drugs other than alcohol. .. 
Deviant behavior which is not (necessarily) alcohol relateci. 
Antisocial behavior including impulse or antisocial behaviors which are 
both related and nonrelated to alcohol. 

The questionnaire is based upon 0-e approach of Jessor: et, al. Q968). It 
consists of 104 multiple choice, LIkert-type, ,<md checklIst Items m booklet 
form, with directions printed on the cover. 

The questionnaire is self administered and takes about 50 minutes to complete. 
Scoring is direct, 

D~ta across two ~dependent national samples (1974 and 1978) are similar 
enough to suggest good reliability (Rachal 1980). 

Rachal et al. (1976) report significant differences in the expected 4irec?on 
. on a variety of social and behavior variables (as. measu:r~d by the question­
naire) among 13,122 minimal, nonproblem, and problem drmkers (as measured 
by the questionnaire). ' 

Since each item produces one datum, the q~es~ionnaire g~nerates over 100 
separate data points. Factor or cluster analysIs IS thus deSIrable. 

The questionnaire seems well suited to outcome or impact evaluation of alcohol 
prevention programs. ." 

Rachal, J. V. Personal Communication, 1980. 

Society 
New 

Rachal, J. V.,' Hubbard, R. I Williams, J. and Tuchfeld, B. Drinking levels 
and problem drinking among junior and senior high school students. Journal 
of Studies on Alcohol, 1979, 37, (11), 1751-1761. 
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INSTRUMENT SOURCES 

Measures of Social Psychological Attitudes, by John P. Robinson and Phillip R. Shaver, 
Institute for Social Research, University of Michigan, Ann Arbor, Michigan 48106. This 
book reviews more than 100 measures of social-psychological attitudes, including categories 
such as self-esteem , locus of control, alienation and anomia, authoritarianism, values, atti­
tudes toward people I religious attitudes, and methodological scales. In addition to psycho­
metric properties of the I:lcales, key references, along with the scale itself are presented. 

Each section contains a review of literature relevant to the construct (for example, 
values) and then critiques several instruments for each construct. The instruments 
generally a're aimed at adolescents and adults, but .not exclusively. A review of a particular 
instrument covers basic information and particular attention was given to reliability and 
validity . 

Scales for the Measurement of Attitudes, by Marvin E. Shaw and Jack M. Wright, 
McGraw-Hill, 1967. This book of 600 pages includes chapters on the nature of attitudes and 
methods of scale construction, followed by eight chapters on attitudes toward social prac­
tices , social issues and problems, international issues, ethnic and political groups, social 
institp,tions, and others. More than 500' references are found on pages 571-592. While 
somewhat dated, and perhaps not as relevant to the drug investigator as to others, this 
book was planned carefully and should prove useful to anyone studying attitudes. 

Drugs and Attitude Change, National Institute on Drug Abuse. U. S. Government 
Printing Office, Washington, D.C., 20402, 1974. This volume, edited by Ferguson, Lennox, 
and Lettieri is the third in a series of volumes devoted to research issues related to drug 
abuse. It contains 152 pages of reviews of studies of drug relaterd attitudes, most of which 
focus on attitude change. A review article by William J. McGuire (1969) entitled, "The 
Nature of Attitudes and Attitude Change," including 840 references, is recommended to the 
reader. 

Handbook of Research Design and Social Measurement, by Delbert C. Miller. David 
McKay Co. Inc., 3rd edition, 1977. Among the five chapters of this 158 page volume is a 
248 page chapter entitled, "Selected Sociometric Scales and Indexes." It includes descrip­
tions of a wide variety of indexes, indicators, meas~res, and scales under headings such as 
social status, social indicators, social participation, community, morale, job satisfaction, and 
others. Each instrument is printed completely and described in terms of reliability, validity, 
correlations with other measures, key references, and other pertinent information. This 
softcover book is highly recommended. 

Drug Abuse Instrument Handbook, National Institute on Drug Abuse. U. S. Govern­
ment Printing Office, Washington, D.C., 20402, 1977. This book is designed to aid eval­
uators in identifying, acquiring, and developing valid and reliable instruments related to 
psychosocial drug use and abuse. Intended to serve as a basic reference guide, it cate­
gorizes more than 2,000 items from 40 instruments and suggests additional items for the 
creation of new instruments. Instruments were selected on the basis of their ability to 
discriminate between drug users and nonusers, and to identify different drug user types. 
The items themselves are organized into four major divisions and then into specific sub­
divisions within these sections, with repetition of items being kept to a minimum. 

Section one includes items concerned with demographics, The second section covers 
int~rpersonal variables including group affiliations, family/parental relationships, peer rela­
tionships, family vs. peers, and interpersonal adjustments. Issues assessed in the inter­
personal section involve feelings about education" religion, marriage/sex/parental role, 
career /life goals, personal values f socio-political orientation, and world personality (general). 
The fourth section contains information relevant to drug usage. The fifth section contains 
comprehensive descriptive summaries of each instrument and how it has been used, in drug 
research. This includes information regarding target drugs, age range, assessment areas, 
design features, and administration. Abstracts describing reliability or validity, history~ 
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availability, and reports referring to the . scale are included. A guide indicating where 
specific items from the scale are located in the preceding four sections concludes this highly 
comprehensive and useful anthology. 

A Guide to 3,000 References on Instrument Construction and Selected A 
Chun, Co , an Frenc E s. , Institute for SOCIa Ref'learc , UmversIty 0 Mic 19an, Ann 
Arbor, Michigan 48106, 1975. This 664 page volume is an excellent guide to a variety of 
measures covering a range of psychological variables relevant to drug researchers. Each 
study of . rm ip.strument and selected applications of that instrument are indexed by author 
and subject matter. 

Instrumentation in Human Relations Training,. by J. William Pfeiffer and, Richard Heslin .. 
University Associates, La Jolla, California 92037, 1976. This volume provides brief descrip­
tions of 92 instruments which demonstrate wide application to the behavioral sciences and, 
more specifically, to actual training settings. The authors provide. an introduction to ins¥,u~ 
mentation and its uses in affective program which, depending on the level of the readerls 
expertise, can serve as review or basic instruction. . 

Annotations of selected instruments and' suggestions for· appropriate use are given, 
however, no discussion of the reliability and validity data on. the scales. is provided.jnstru­
ments were selected on the basis of their relevance to human relations groups· and their 
general availability. . 

A Sourcebook of Mental Health Measures. Comrey; Backer, arid ,S31aser (Eds.). Human 
Interaction Research Institute, 10880 Wilshire Boulevard, Los Angeles, California, "900~4, 
1973. This volume contains a rich variety of references unger titles such as Crime I Drug~, 
Family Interactions, Juvenile Delinquency, Mental Health Attitudes, Occupational Adjustment, 
and many others, Each reference includes a brief description of the instrument including 
what tt measures, available psychometric properties, descriptions of samples used to con':' 
struct it and, in most cases, where a copy of the instrument Can be obtained, . Other salient 
references sometimes are provided. . ' 

- , . . 

. : Pstchotherapy . Change Measures, by Irene E. .Waskow and Morris B. Parlaff (Eds,) . 
Nationa Institute of.:Mental Health, U. S, GoVernment Printing Office, . Washington,' .n. C~ , 
20402, 1975. This bbok focuses on measures of sufficient quality to detect change .I.'elated to 
psychotherapeutic intervention. Chapters of this vclume,wr.itten· py. experienced investi­
gators, cover a variety of measurement areas ,including patient, therapist, relevant other 
measures, and independent clinical evaluations. Procedures and standards for selecting a 
battery of measures for detet~ong chang~ due to therapeutic intervetion conclude this volume. 
Each chapter presentation includes instrument descriptions arid a set of key references on 
the subject being covered. 

~cioemotional Measures for Preschool and Kinder~arten. chilciJ:.en. .' by Deborah "Klein 
Walder. Josey-Bass, San Francisco, 1973. This voume provides a comprehensive listing 
and description of the 143 measures available to professionals as of 1972, for assessing the 
affective growth of the young child, aged three to six. Information including reliability and 
validity is provided for each socioemotional measure, thus making the anthol99Y a useful 
reference guide as well as a state of the art review. An extensivebibliogr~aphy is provided, 
but tt'1e scales themselves are. not iJ'J,~luded. Part one of the book revi~w8 ~the definitions and 
classifications of measures for the;young child. Procedures for locating available measures 
are noted, . Six main measurement t~echniques--projective techniques, unobtrusive measures, 
observational procedures, rating stales, self-report measures, and situational measures--are 
described along with critiques of the advantages and disadvantages of using each with young 
child:cen. Finally, recommendations for future work are suggested. 

Part two, the bulk of the text, classifies the measures on a convenient ~chema com­
prised of six categories: attitudes, general personality or adjustment, interest, personality 
or behavioral traits, self-concept, and social skills or competence. The eleven measures of 
attitude are primarily self-concept inventories and structured interviews designed to assess 
reactions or feelings about racial and ethnic concerns and are not available commercially. Of 
the 38 meaS\,lres of general personality and emotional adjustment, 80 percent are projective 
measures, and most are commercially available. 
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A System of Assessing Affectl~ty, by Robert Bills. University of Alabama Press, 1975. 
This book was design~d to fill the need for a well-validated, reliable, and systematic 
approach to assessing affectivity, which would both reflect a .cohesive point of view and 
report results in a form usable in a school's self-improvement program'; The system, devel­
oped. over two decades, including five principle instruments, applicable to grades seven 
through twelve and some lower grades as well. The purppse of this package of instruments 
is to'assess the affective learning of students and clients. It also contains considerable 
technical and statistical information and research reviews. The scales themselves are ap­
pended. It was designed to be useful in coordinating a set of recommendations for improve­
ment of a progr:aril and for advising administrators regarding the effectiven~ss of innovative 
practices. 

A Model for Evaluation, A. Abrams and J, Swisher 
~-'-"'-~':'=;";;';;:""'-u--'s';";e---=C:-o";;;;u.iiLn-c'"1';;';;,";;;W;;-;C-a-'-srT-n-g-:t-o-n--;::::D""'.-;::C::"-.--',-'-:-19=7=3--.--::::T=-:i-s volume was one in a series of 

h~dbooks provided by the Drug Abuse Council. It offers a discussion of the research 
f\Uldamentals w}:tich are crucial to identifying effective drug cbuse education activities. Its 
purpose is to ,aid project facilitators in clarifying specific goals and outcomes and. to gauge 
the effectiveness of the research guidelines and resources now available for assessing 
emergmg .methodologies and their older counterparts. ThG,;:handbook can be a useful source 
for those involved in drug abuse prevention and drug e~ucation research and for others 
seeking to enhance their sensitivity to programmatic concerns and dilemmas confronting drug 

. 'educators and youth alike. In an effort to provide readers with a set of fundamentally 
reliabI~ instruments, which can be used as a point of departure in conducting research, an 
~id·in ·iocatingmeasures, and a standard of comparison for other scales, particular examples 
are,inclu~ed or mentioned in the text. 

. , Section One discusses program development and evaluation issues. Section Two, 
"Measures fot' Drug Education, II contains two articles describing two Stanford University and 
four Pennsylvania State University Evaluation Scales, all measures geared to evaluate the 
effects of drug education programs on .audiences of various age groups regarding attitudes 
toward drugs and use of drugs. S~ples of the instruments and reliability and validity data 
. are provided also. 

Ralph G. Connor Alcohol Research Reference Files (CARRF), Center for Alcohol Studies, 
.Rutgers Univerisity, Allison Road, Piscataway, New Jersey 08854. The CARRF is a collec­
tion of qu~stjc;mnaires, interview schedules, and s~lr;vey forms used in research on drinking 
and alcoholism. Instruments are available at minimal cost in for such topics as drinking 
among young, people, drinking history, drinking and driving, attitudes, drinldng in indus­
try, screening, and evaluation. A bibliography of relevant research reports is provided 
with each . instrument. An inventory of available instru,ments may be obtained from the 
Center for Alcohol Studies. 

Measures of Occupational Attitudes and Occupational Characteristics, by J. P. Robinson, 
A, At'fiansiou, and K. B. Head. Institute for Social Research University of Michigan, Ann 
Arpor, Michigan, 1968. This volume focuses on the effects of worker's attitudes in the 
busineE)s sector. However, the instruments might be adapted to assess the relationship 
between attitudes and performance in other environments. The conclusions from the analysis 
o~empjrical studies suggest that a higher degree of job satisfaction is achieved when the 
interests and needs of the individual are matched with the job. They suggest further that 
the effects of worker turnover and absenteeism are related to the degree of job satisfaction. 
Instruments used to measure these relationships include, among others: the Index of Job 
Satisfaction (Kornhouser 1965); Factors for Job Satisfaction and Job Dissatisfaction (Dunnette 
1966); Job Satisfaction Scale (Johnson 1955); Job Satisfaction (Hoppock 1935); and Work 
Satisfaction and Personal Happiness (Noll and Bradburn 1968). Each instrument is repro­
duced in the text. Where known, its description, design, administration, use, and relia­
~ility and validity are summarized and critiqued. 

Handbook of Organizational Measurement, by J. L. Price. D. C. Heath and Co., 
Lexington, Massachusetts, 1972. Price intends his handbook to promote the standardization 
of measures used in the study of organizations. He identifies twenty-two com!epts that are 
used to describe or analyze organizational behavior and the behaviors of individuals within 
organizations. Each concept is defined in general terms and differentiated from similar 
concepts. Dimensions of the concept appropriate for measurement are discussed. This 
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general information is followed by a description of at least one study that measured the 
concept and the instrument that was used to measure it. Sample size, data collection, com­
putation, validity, and reliability are summarized. Among the concepts Price reviews, which 
appear to be most appropriate for an analysis of progra'll processes as is proposed in these 
Guideli~es ar:e: absenteeism, alienation, communication, consensus, effectiveness, motivati.on, 
and satisfaction. 

DATA SOURCES 

The Client Oriented. Data Acquisition Process (CODAP)., sponsored by NIDA, collects 
data from all drug abuse treatment and rehabilitation facilities receiving federal funds. In 
addition to NIDA funded units, this includes those funded by' the Veteran's Administration 
and the Bureau of Prisons. About 2,200 clinics are currently included in CODAP reporting 
system, approximately 60 percent of all treatment units in the United States. The types of 
data available from CODAP include: demographic characteristics of clients,such as race, 
age, sex, education and employment status: drugs of abuse; patterns of abuse, such as age 
of first use of a drug, time interval between age of first use and entry into treatment (a 
calculated variable); number of prior treatment experiences; and treatment related data, 
such as modality and environment at time of admission and discharge, weeks in treatment, 
reason for discharge, and so forth. 

Some of CODAP's limitations stem from reporting errors, which vary by clinic, and 
clerical errors. Historical analyses are hampered by the proportion of discharge files which 
cannot be matched to admission files, although this problem is . less severe ·than it has been 
in the past. To date, CODAP has been used effectively to describe client characteristics 
and "the~r changes over time, but it has not ret been shown to be useful in predicting 
success m treatment. 

Drug Abuse Warnin$l Network (DAWN). The data collection is sponsored by the Drug 
Enforcement Adlriinlstrati()n and the National Institute on Drug Abuse to monitor drug use 
patterns. DAWN collects data from 26 large standard Metropolitan Statistical Areas (SMSA' s) 
throughout the U. S. 

Its purpose includes the identifiGation of drugs and substances associated with abuse, 
providing data for control and scheduling, assessment of health hazards associated with drug 
use, and provision of data for program planning. The statistics are collected from reports 
of drug abuse episodes in hospital emergency rooms, and medical examiners. These statistics 
include 18 data elements relating to the facility reporting, the person involved, and the 
drugs abused. The data include age, race. sex, employt11ent, reason for taking drugs, 
reason for contact, disposition, dosage form, route of admih;\stration, and patients' clinical 
status. No names are included. The output includes a harduopy quarterly report, monthly 
statistical summary, monthly tabulations and reports, and monthly computer tape, All of the 
reports are available publicly upon reque'.>t from the Forecasting Branch, NIDA. 

DAWN is the most frequently cited and used data source for drug program .evaluation. 
The data have several limitations. DAWN covers only 26 SMSA's, thus it is not nationally 
representative. DAWN is heavily collec~ed from areas with serious drug problems. 
Secondly, hospitals are not compelled to report their emergency room information to the 
DAWN system.. In many cases, hospitals' emergency rooms do not have adequate record 
files. Thirdly, drug-related data from medical examiners suffer from a time lag problem. 
The length of time from the date of death, confirmation as a drug related death and the 
actual reporting to DAWN vary among SMSA's. These difficulties in interpreting DAWN data 
are discussed by William A. Barton in DAWN, An Operational Analysis and Evaluation 
(Rockville, MD: NIDA November 1975). 

DEA-Heroin .and Cocaine Retail Price/Purity Index. The index was devel()ped to help 
estimate the availability of illicit narcotics. Specifically, the retail price and purity of heroin 
and cocaine are measured to provide a means of estimating the changes in the illicit drug 
supply over an extended time period. Evidence is acquired through a retrieval system. 
Selections are made so that only samples meeting the retail purchase can be examined in the 
laboratories. The Herion and Cocaine Retail Purity Index is computed quarterly. Through 
this index, one can estimate an average dollar price for a pure milligram of either herion or 
cocaine. The data are computed nationally, by geographic regj/.m i and for selected metro-
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politan areas. The information is av.ailable publicly. Reports are available in hard copy, or 
are published alone with an analysis on the DEA Performance Measurement Re ort, The 
Quarterly· White House Drug Briefing, and the DEA Statistica Report. 

Geo-Dru Enf~rcement Pro ram. The system is designed specifically . to define the 
proce ures or e c aSSI Ication, reporting, and .compilation of the. drug enVll'onment. The 
more specific elements of this sytem include the unportance of loc~tion, . resour7es e~pende~, 
and lastly the direct results of arrests and drug seizures. The mput IS acquIred mterna .y 
with the data pulled at DEA headquarters from personal history reports on arrestees. Still 
other ways of acquiring itiformation are through vouchers for payments, the. syste~ to 
Retrieve Information from Drug Evidence (STRIDE), and from the DEA fore~gn reg~ons 
office. The data indicate domestic drug removals, expenditures .for purchase of mformation, 
and manpower utilization. The Geo-Dru~ E~f0t:ceme:ht Progra~ IS the key source of outp'!-t 
for this information. They publish theIr fmdmgs quarterly m ~ard copy. . The report !f,. 
-intended for internal DEA management and government use, prOVIded by OffIce of Enforce-
ment., DEA. 

National Dru and Alcoholism Treatment Utilization Surve NDATUS This ,is a na?onal 
survey 0 a ~ ug a use an a co 0 Ism treatment aCI ties m e c?untry. ~t IS specilcally 
designed to collect data from treatment services units, whether publIcly or prIvately f~~ed d 
NDATUS collects the following types of information f!o~ each knoym drug abuse, co me f 
drug abuse/alcoholism, and alcoholism treatment umt m the Umted St~tes regardless 0 
funding source identification information, drug abuse, treatm~nt population, alcoho~ ~~ 
treatment population, funding information, treatment umt staffmg, and me~don\ aili St t 
treatment unit information. 'The survey is conducted by NIDA and l':lIAAA roug d Sate 
alcoholism and drug agencies. Data from the survey are share~ With tlle States an ta . ~ 
data tapes are available. All data from the system are avaIlable to the general publIc 
through the Drug Abuse Epidemiology Data System. 

The major problems with data collection stem from the inability of some repor?nq- units 
to correctly distinguish sources of funding at the. unit ~evel. ,The !esult of th~s IS ,~?t 
many treatment units are forced to almost arbitrarIly splIt fundmg With othe~ lr:tts 

WI ,m 
the overall program. Because of problems with financial reporting, one s ou exerCIse 
caution when interpreting this data. 

Prosecutor's Management Information S stem PROMIS. PROMIS is a method for 
trackin litigation from the arrest 0 a e en ant to e disposition of the ~ase. The p.r~­
gram arso aids in furnishing an objective process for identifY~Il:g serious cr~es and pX;~~s 
vists rates / as well as giving information on the effec~ ~f PO,hCl~S and proce ures., , . 
creates files of litigation which can be accessed by crI~nal Justice ~ersonnel.d Thd ~rp~,l~ 
acquired through various means including indictment lIsts, sentencmg rec0t: s, ~I Y , ,Ia 
schedules daily court action reports, preliminary hearing calendars, gdrand ±~ry l~po:Iti~n 
cards mi'sdemeanor calendars / breakdown cards, and arraignment car s. ,e e en an s 
histor' for other pending cases, the status of cases, defendant's address, time,. ~ate, and 
charg~ are ali included within. the system. The data are collected from the master flle. The 
major sources of output are through the One Day Misdemeanor Calendar, the One Day Pre­
liminary Hearing Calendar the Misdemeanor Specially Assigned Cases, and the, Felo~y 
Specially Assigned Cases. ' The general inquiry and ma~agement report packages are, ava\­
able to the public. However, all other data are for mter:nal use onl~. , P~~0!dIS IS on y 
available in several locations at present, but its use is grOWing as more JurIsdlcti(Jns develop 
the capability to adopt it. 

Uniform Crime Reports. This system produces criminal statistics on a nati.onal basis for 
use in law enforcement administration, operation,. and management. However'l sm~\ th~rd ire 
other professionals who are interested m the CrIme problem, the data

d 
are a ~o In e~ e h'°b. 

their use andpubUc use as well. Data are collected from monthly an an;nua repor w IC 
are submitted b 135 000 local county and state law enforcement agenCles throughout the 
nation. The tyles of' criteria which the' law enfo!~ement agencies report are: Pt~Ug ar~iitd' 
property stolen, value of property stolen, hOmICIde da~a, ,law enf?rc~en~ 0 JC7{Sd Sta~e~ 
a e sex and race of persons arrested. The output mcludes Crune m e me, 
(~nnual, 'hardcopy), Uniform Crime Re orts (quarterly, hardco,?y), Law Enforcement OffICers 
Killed (annual hardcopy I Ana ys s 0 Assults on F7deral Offlc~rs (annual, hardd~py) i anld 
Bomb Summary (annual, hardcopy) I Data are prOVIded at varlOUS levels, inc1u mg oca, 
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county, ,state, and national aggregations. Reports are available to the public from the 
Federal Bureau of Investigation. 

The Alcohol Epidemiologic Data System 
(AEDS IS un er eve opment to proVl e a national, centralized, epidemiologically oriented 
data repository of alcohol related problems, consumption, and epidemiologic summaries. 
Development of the AEDS was initiated in July 1977 by the NIAAA's Laboratory of Epidemi­
ology and Population Studies and Special Studies Branch, and its cOD;tractor, General Electric 
Company, to identify, locate, describe, classify, catalog, and, where appropriate, acquire 
data, data bases, and data resources that are relevant to epidemiologic descriptions of and 
investigations into alcohol abuse and alcoholism. When developed, AEDS is designed to 
provide data oriented services to the alcohol research community, alcohol program planners ~ 
and other concerned agencies. 

The, concept of AEDS operation is that one centralized activity will maintain a file of 
informatibn about alcohol epidemiology data that is comprehensive, current, readily available, 
and easily used. Agencies seeking data that relate to the epidemiology of alcohol abuse and 
alcoholism can acquire these data from one coordinated resource, rather than duplicating the 
efforts of identifying, locating, and acquiring such data bases. ~ 

Answers to inquiries from recognized agencies and researchers \Will .be provided by the 
AEDS staff. An automated retrieval system is under development t~\permit users to search 
for and retrieve specifica data files that match a set of inquiry inde~\ descriptors. In most 
cases, the actual data file itself will be archieved in machine readable form at AEDS; 
arrangements can be made for copies of data sets upon formal request to the NIAAA. 

In some cases of large online data base systems, linkage to AEDS will be arranged 
rather than physical acquisition and archiving. 

The AEDS also collects and maintains selected hard copy versions of data-containing 
reports, documents, and other publications. However , ~,.primary focus is on machine 
readable data so that from these tables users may develop the:~pecific information, tables, or 
statistics they need. 

Note: The above description was provided by the Laboratory of Epidemiology and Popula­
tion Studies, NIAAA, and is reprinted with their permission. 
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