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1. Introduction

The National Crime Survey (NCS), designed and executed by the U.S. Bureau of the Census,
produces on an ongoing basis, national data on crime victimization in the U.S.A. Based on a
stratified multistagé cluster sampling plan, the NCS utilizes a rotating panel of household
locations. We give further details of the sample design in Section 2 (see also Fienberg 1978,
1980b). From its inception in 1972, the NCS has been used almost exclusively to produce
incidence rateﬁ by type of crime and selected characteristics of the victims and/or offenders,

of the sort found in NCS annual reports (e.g. see U.S. Department of Justice, 198ib).

In March 1981, the Bureau of Justice Statistics (BIJS), which | sponsors the NCS issued a
report (U.S. Department of Justice, 1981a) on the prevalence of crime, in which the key
quantity estimated was the percentage of households touched by crime in a given year. In thisﬁ
paper, we describe some stochastic longitu;inal models for victimization that can be used tdj'\‘*
produce such an annual prevalence rate, and we show how the ﬁS’s reported prevalence
measure relates to those that we have derived. Moreover, following a suggestion of Albert
Biderman, we adopt a cheery approach to thé otherwise depressing prevalence measure‘ by

taking its complement —— the percentage of crime—free households in a given year.

For phrposes of this paﬁer we need to distinguish amongst the housing unit (HU) or
location, the household (HH) or family living in that unit, and the individuals who compose

the household. As we note in Section 2, at each interview NCS respondents provide

victimization information on the preceding 6 months. To actually determine whether a HU (or

e

a HH) has been "touched by érime" it’wis, in principle, necessary to examine all of the
interviews of the occupants of thg HU‘ (or members of the HH) that contain information for
some part of the year in question. Typically this Will mean that we need information from a
respondent for ”3 successiggn intef;igws to reconstruct -the victimization profile for a single year,

and that the data will need to be matched or linked in some type of longitudinal format.
o ;
In practi_ce,‘ we do not get to see a complete longitudinal record for each housing unit,

[z
N

e Sty b R S £ T e e T -

e — o~

AT T

g

RS

Thstasia



g

househoid, or individual for any specific A12—month period of @nterest. When a HU enters or
leaves the saméie during the year, part of the desired data will be missing. Similarly data for
6-month intervals can be missing for individuals or households (HH) due to non-interviews.
Finally, if the NCS is viewed as an HH sample rather than an HU sample, then missing data
can occur as a rtesult of households and individuals who move between interviews. Any
attempt at constructing prevalence indicators of crime must directly address the problems of
missing data, and their relationshiprto- the data that are not missing. We give some clues as to
the dimensions of the missing data problem for our prevalence measures in Section 4, linking

actual missing data rates to officially published nonresponse rates.

From a methodological research perspective our interest” would normally focus on the
development of stochastic models for longitudinal victimization records (see e.g. the discussion
in Fienberg 1978, 1980b), and such a perspective remains a critical feature of the cheery

indicator problem. Some simplifications ensue when we restrict our attention to prevalence

measures, however, and these allow us to make progress on a modelling problem that would

otherwise ap;i;ar to be virtually intractable, For example, longitudinal modelling typically
would require a time-ordered victimization history, but, as Reiss (1980) and Fienberg (1980b)
note, NCS data have ordering problems when series victimizations or multiple  victimizations
occur. From‘ a prevalence perspective, these ordering problems do not really matter -- all we
need to know is that at least one ;/ictimization ; (perhaps of a given type)- has occurred. = Such
simplifications, when combined with the interest in prevalence measures by the. Bur’eaui of
Justice Statistics, has guided our methodological efforts.

In this paper we develop several "naive” stochastxc longv,tudmal models in which missing data
are assumed to be missing at random Fragmentary eVIdi:nce available from analyses by Reiss
and others suggests little support for such an assumption, and efforts to model "missingness”
will be part of our future activities. We refer to the models descfiged hére as "naive" because

“each is based on a large number of inappropriate but simplifying assumptions, and hecause they

reflect little of the structure described in longitudinal analyses by Reiss (1980) and by Fienberg
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(19802, 1980b), for example. Moreover, we fit the models in Section 6 only to data on HU’s,
not to longitudinal files on HH’s or on individuals, and we treat victimizations in an aggregate
form, not distinguishing among types. We present these "naive" models and results from their
preliminary application to establish a starting point for future modelling and analysis efforts

that we hope will incorporate more appropriate and substantively interesting assumptions.

2. NCS Sample Design
In this Section, we give a brief synopsis of the rotating panel design of the NCS, because
this structure is so critical to an understanding of the NCS longitudinal data base discussed in

Section 3. For further details see Fienberg (1980b) and U.S. Department of Justice (1980,
1981b).

The NCS is based upon a stratified multistage cluster sample. The first stage consists of
dividing the United States into 1931 primary sampling units (PSUs) comprising counties or
groups of continguous countles The PSUs are then separated into 376 stratz, 156 of which are
self-representing. From the remaining 220 strata one PSU is selected from each stratum with

probability proportional to population = size. Within each of the 376 PSUs selected, a

systematically chosen group of enumeration districts is selected, and then clusters of

approximately four HU’s each are chosen within each enumeration district.  This method
produces a self-weighting probability sample of dweﬂing units and group quarters within each
chosen PSU. For 1979, this process ‘led to the designation of about 62,000 HU’s, and
interviews were obtained "from occupants of about 51,000. Mdst of the remaining designated
HU’s ‘were vacant or otherwise deemed to be i’ne]igiblge for inclusion in the NCS; about 2,200

of these HU’s would actually be labelled as non-respondents.

The basic ’sample is divided into six subsamplés or rotation groups of about 9,000 HU’s each.
The rotation groups are numbered from 1 through 6 within each sample. Every si-x months a
new rotation group enters the sample and the "oldest" existing rotation group from the

prevmus sample is dropped Each rotation - group ‘is dmded mto s1x panels, w1th panel 1 being
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interviewed in January and July, panel 2 in February and August, etc. This process spreads the
"workload' of the field staff. FEach HU is in the survey for three full years for a total of
seven interviews. (There are, however, vsome HU’s that, due to the initial implementation of
the rotation schédule, actually had as many as eight or nine interviews). The data collected at
the first of the seven interviews are used for bounding purposes, i.e., to establish a time frame
intended to avoid duplication of victimization information in subsequent interviews. These data
are not incorporated into the official BJS reported rates (either incidencé or prevalence) but

have been incorporated in rates reported in this paper.

Table 1 shows the rotation scheme. For instance, in September, panel 3 in each of the
rotation groups 2 through 6 of sample A and 1 and 2 of sample B: will be interviewed. In the
following March, panel 3 of rotation group 2 in sample A is replaced by panel 3 of rotation
group 3 in sample B.

TABLE 1
Rotation . Scheme
" (The numerical entries represent panel numbers within samples)

Rotation Group

Sample A Sample B
Month 2 3 4 5 b
Jan
Feb
Mar
Apr
May
June
July
Aug
Sept
Oct
Nov
Dec
Jan
Feb
Mar
Apr
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At each interview information is acquired on the "household" as well as on all persons age
12 or older living in the designated vHU.  The interview questionnaires are used to record
information about the houééhold an&\\ the persons comprising it, .as well as .details on
victimization events occuring during thé previous 6 months. There is no guarantee of
continuity of households or persons in the sample. If & household moves and isy replaced by a
new one, the experiences of the new household and its members are recorded at the time of
the next interview. If the household composition changes, only information on those persons

who are currently members is recorded. As a consequence, despite the fact that the entire

rotation group of housing units provides "bounding information" at each interview, there is no

bounding information available for a large proportion of households and especially persons for

any given interview. .

NCS data are aggregated on a quarterly basis to produce quarterly estimates of the volume
and rates of victimization. Annpual estimates are produced by pooling quarterly estimates.
Care must be taken to distinguish co//ection months (i.e., the month in which data are
collected) from reference months {i.e.. the month to which the data relate). Data are actually
stored by collection quarter (3 months), each of which contains data for 8 reference months.
Conversely, samnle data from 8 collection months are i'equiréd to produce estimates for each
reference qﬁarter. For a full reference year, data frocm 17 coliection months are used,
involving 8 rotation “g‘roups and 47 panels. More detailed discussions of the relation between

reference and :collection months may be found in Fienberg (1980b) and Penick and Owens

(1976).

The NCS questionnaire distinguishes between individual identifiable incidents, and series of at

least three similar incidents which the respondent is unable to separate in time and pilace of~

“ occurrence. Either may be personal or household victimizations. For individual victimizations,

the questionnaire records the month in which the crime took place. -For series victimizations,
the method of recording involves the details for only the most recent event in the series, and

the date of 7irst occurrence. Prior to 1979, the réspbndents were asked to indicate. the
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'ho, smg unit, household, or even individual.

‘number of incidents (3-4, 5-10, 11+) and the quarter(s) 1n Wthh the incidents took place, i.e.,

Winter (December to February), Spring (March’ to May) Summer (June to August), and Fall
(September to November). In January 1979 this procedure was altered, and now respondents
provide the number of incidents (not necessarily using the earlier grouping), and a breakdown
of this count into quarters of the year (January to March, April to June, July to September,

and October to December), rather than simple indicators for seasons.

In this paper we include series victimizations, but we treat them as having occurred only in

the first month in which the series occurred. This use of series victimizations reflects the way

in which the data were coded for 1972-1976, the time frame of our longitudinal files, and not
how they should be used as a consequence of the more detailed reporting scheme initiated in

1979. The estimates clearly lead to underestimates of the extent of victimization.

3. NCS Data Base

The NCS victimization data are publicly available through the} Inter University Consortium
for Political and Social Research (ICPSR) at the University of Michigan. These data are
grouped into quarterly collection files which include records of all the intérviews completed by
the U.S. Bureau of the Census for a particular three-month period. Because the occupants of
a specific housing unit are interviewed every six months, each quarterly collection file contains

the records for at most one interview for that housing unit.

There are three types of information collected by the NCS: Household Items, Individual

Items, and Crime Incident Reports. Because households have varying numbers of individuals,

‘and individuals report varying numbers of crime incidents it is not sensible to think of these

data (nor is it feasible to store them) in a rectangular array with each row representing a
ICPSR stores the data in an OSIRIS IV
h1erarch1cal file. OSIRIS IV is a proprietary software package developed and maintained at the

Survey Research Center at the University of Michigan. -The OSIRIS IV file is a sequential file

- which can also be interpreted as a three-level hierarchy: household (H), person (P), and

“~

incident (C). The sequential order of the data records collected at one interview for two

particular households, the individuals within those households, and the crime incidents reported
by those individuals might be as follows:

Household record for HU #1

Person record for P #1 in HU #1

Incident record for C #1 for P #1 in HU #1

Person record for P #2 in HU #1

Incident record for C #1 for P #2 in HU #1

Incident record for C #2 for P #2 in HU #1

Person record for P #3 in HU #1

Household record for HU #2

Person record for P #1 in HU #2

Person record for P #2 in HU #2

Incident record for C #1 for P #2 in HU #2

elc.

The first household has three individuals; the first individual reported one crime incident and

the second individual reported two crime incidents. The second househoid has two individuals;

the second individual reported one crime incident.

Six months later (two collection quarters) these two housing units might be eligible for
another interview. In that case the relevant quarterly OSIRIS file would contain similar data

records for the two housing units, Of course, the exact pattern might be different, as the

occupants of the housing unit may change and the reported incidents, if any, will be different.

It has been convenient for the analyses which we descrlbe bejow, for us to have these data
reorganized into longitudinal files with all of the data for one housing unit together in
chronologiéal order, rather than scattered over many quarterly collection files. While we have
not yet completed this reorganization directly from the ICPSR tapes, we were fortunate to
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obtain, from Professor Albert Reiss of Yale University, longitudinal files covering the period
from July 1, 1972 to December 31, 1976. These longitudinal data are divided into three

separate files: the first comtains only the household records: the second contains only the

person records; and the third contains only the crime incident records. Each one of the three

files can be regarded as a rectangular array with each row being respectively a household

interview record, a person interview record, or a crime incident report.

The structure of the three longitudinal files for the same two particular housing units
described above is as follows, assuming the first housing unit was interviewed for the third

time and the second housing umit was interviewed for the first time during the collection

quarter indicated above. The information from above is indicated by italics.

Household File

Household records .for HU #1 at first 2 ‘interviews
Household record for HU #1 (Third |nterview)
Household records for HU #1 at subsequent interviews
Household record for HU #2 tFirst [nterview)
Household records for HU #2 at subsequent interviews

ete.

\h

Person File ' )

Person records for P #1 in HU #1 at first 2 interviews
Pérson record for P #1 in HU #1 (Third |nterview)
Person records for P #1 in HU #1 a% subsequent interviews
Person records for P #2 in HU #1 at first 2. interviews
Person record for P #2 in HU #1 (Third Interview)
Person records fcr P #‘2 in HU #1 at subsequent interviews
Person records for P #3 in HU #1 at first 2 interviews

Person record for P #3 in HU #1 (Third [Interview)

N

Person records for P #3 in HU #1 at subsequent interviews
Person record for P #1 jn HU #2 [First Interview)

Person records for P #1 in HU #2 at subseguent interviews
Person record for P #2 in HU #2 [First Interview)

Person records for P #2 in HU #2 at subsequent interviews

" etc.
Incident Filg,

Incident records for P #1 in HU #1 at first 2 interviews

Incident record for C #1 for P #71 in HU #1 (Third Interview)
Incident records for P #1 in HU #1 at subsequent interviews
Incident records for P #2 in HU #1 at first 2 interviews

/ncvdent record for C #1 for P #2 in HU #71 (Third [nterview)
Incident records\\for P #2 in HU #1 at subsequent interviews
Incident records for P #3 in HU #1 at first 2 inerviews

Incident records for P #3 in HU #1 - None at Third Irxtecvieuz
Iucident records for P #3 in HU #1 at subsequent interviews
Incideut rec‘ords for P #1 in HU #2 - None at ‘First Interview
Incident-records for P #1 in HU #2 at subsequent interviews
“Incident record for C #1 for P #2 in HU #2 f/-'irst_ /nterview)
Incident records for P #2 in HU #2 at subsequent interviews

. ete.

In the Household File there is one record for each 1nterv1ew Thus, the lines not in italics

»in  this examp]e represent data records. ‘In the Person Flle and in the Incident Flle there are

records only when data are actually collected. As a consequence the lines not in italics in this
examplé may or may not represent actual data records Thxs example does not reflect the full

complexity of the Person File and the Incldent File because the individuals within a household
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may vary from interview to interview and because the household itself (within the housing
unit) may change from interview to interview. We have ignored this additional complexity in

the analyses described below, by focussing on housing units and not on households.

Data for the housing units in each of the three files are stored in the same order with
respect to an internal identification number. This makes' cross~references among the three files
fairly simple. Although the data can still be thought of in the household-person-incident
hierarchy, it is simpler to conceptualize questions and executte programs on .rectangular files.
When more than one level of the hierarchy is' involved in an analysis special programming will

be required (just as with the OSIRIS IV hierarchical files) but since each of the three files is

rectangular the job will be simpler.

For the purposes of this paper we have chosen to work, not with the full longitudinal data
base, but rather with a systematic random sample of 1539 household locations (every 100th
HU). As a consequence we need not really address ourselves to the current centroversy
régarding the use of sample weights in model-based statistical analyses (for some discussion of
this matter see Fienberg, 1980b). - Virtually all clustering effects are removed as a result of the
systematic sampling and the estimates described in Section 5 are derived for simple random
sampling (i.e. ignoring the NCS sample design). Ali of the results reported in Section 6 are
computed from  this sample of 1539 HU’s and thus are subject to substantially greater

variability than those estimates that we ultimately plan to compute for the full NCS data base.

4. Missing Data and Weighted Analyses
‘One ot: the most troublesome aspects. of longitudinal modélling for sample survey data is the
handling of missing data. In a cross-secﬁona] analysis aggregate quantities are typically
estimated by applying z;ssigned weights to sax.nple units. As an example, .in \.tihe NCS for
personal crinies these weights are the product of a "basic weight" times a "within household
- noninterview factor" times a "duplication control" times a "household nonintérview factor" times

a "first-stage ratio-estimate factor” times a "second-stage ratio—estimate factor." = The two
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noninterview factors" are adjustments for missing data that are computed, within appropriate

subgroups, as the ratio of the count of possible interviews to the count of actual interviews.

For cross-sectional analysis missing data involving full records for a given month is a
probiem of limited magnitude. For longitudinal analyses it remains to determine the magnitude
of the missing data problem. To this end we counted, for each of the 1539 HU's in our
sample, the number of months of missing data. Because of the fact that interviews cover 6-
month periods Table II below is organized with 6 months in each row. Fér example, the
entry in the row labelled 2 and the column labelled 3 gives the number of HU’s with (6x2)+3
= 15 missing months. We note that all 1539 HU's -are included in Table II regardless of the
length of time between July 1972 and December 1976 that they were listed as housing units
participating in the survey. For instance, some of the HU’s in the (0.0) cell were in the

survey for only 1 interview while some were in the survey for 8. Moreover, a household with

only 1 interview may contribute as little as 1 month to the reference period of interest.

TABLE II

Number of Housing Units i ‘Sample
with 6K + I Months of Missing Data

1
K 0 1 2 3 4 5
0 916 8 7 10 15 5
1 229 5 3 3 2 5
2 100 2 3 1 4 2
3 65 1 5 1 1 1
4 49 2 5 4 0 2
5 25 1 0 2 3 2
6 17 3 2 1 0 1
7 12 2 0 0 0 3
8 6 1 0 0 0 2

In our sample of 1539 HU's, only 916, or about 60%, have complete records for that part of
the July 1972 to December 1976 time-period. According to the most recent NCS report «(U.S.
Department of Justice 1981b), 96% of all eligible HU’s participated in the survey. On the

N\




12

average a HU from our 1% sample for 1972-1976 was in the survey for 4.25 interviews. Thus,

if we assume that missing interviews occur independently of one another, we would expect

roughly (0.96)**° or about 84% of our HU’s to have complete records for the July 1972 to-

December 1976 time period. The 96% nonresponse figure is not really applicable h‘t;’r,e,u

however, =

BIS reports that for 1979, of the approximately 62,000 HU’s sampled, iﬁtervieWé "‘we\i"e

obtained from the occupants of about 51,000. Of the remaining 11,000 HU’s, about 2,200 were
occupied by persons who were not interviewed because they could not be reached and abou{,ﬁi'; |

w 8,800 were found 10 be vacant, demolished, converted to nonresidential use, or otherwisé

ineligible. The 96% figure is the percentage of HU’s deemed q{iigible that responded, that is,
51,000/(51,000+2,200) = 96% . Table II includes a// sampled HU’s anu\ thus the appropri;;téa
response figure is 51,000/62,000 or about 82% . Thus, if we assume as hefore that missing
interviews occur independently of one another, we would expect roughly (.82)*% or 43% of the

HU’s in the 1% sample to have complete records, substa}itia]ly less than the observed 60%.

The U.S. Bureau of the Census (undated) reports that about 2% of - the processed HU's are
units that had no address listed on the listing sheet, had been demolished, had moved “:‘(i.e.
trailer), had been converted to a Business, or had ‘merged with another unit. Removing these
units from the 62,000 sampled units yields a response rate of about 84% . With this response
rate, assuming again that missing interviews occur independently of one another, we would

about 60%’of the 1539 HU’s have corﬁﬁlete records suggests that the missing interviews may

not occur independently of each other and that missingness may be positively correlated over

time.

Even if the proportion of records with missing data were not as great as that indicated by

Table II, we believe that it still would not be advisabie to construct weighted aggregates using

the weights described at the beginning of this section, and to do "weighted analyses" of the

~
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longitudinal data base. This is simply because the weights change from interview to interview!

It is tempting to argue that the weights should not change much and one could use an
Such is not the case.

"average" weight. Several households in our sample of 1539 exhibited

substantial variation in the sample-based weights. For example, in one selected unit, the

household weight varied from 964.996 to 1120.389, while the weight for one of the persons in

the household varied from 874.662 to 1389.469. We believe that a more thoughtful model~
based approach, rather than the blind application of sample-based weights, is required to take
into account the implication of the sample design on statistical analysis (see the related

discussior: in Fienberg, 1980b).

5. Models for Victimization Prevalence Measures
The analysis of data sets from which some items are missing is often performed by ignoring

the missing components. Such an analysis will lead to appropriate inferences only if- the

. nonresponse mechanism does not depend on the values of the missing items. In particular, the

missing data may be ignored if the assgmption is made. that whether or not an HU responds at
a particular interview does not depend on whether or not that HU was victimized in the six
months pridr to that interview. When this condition holds we will sayf-f,fthat the 'missing data
are missing at randém (Little, 1980; Rubin, 1976). Although the validity of the missing at
randorii condition cannot be checked directly, some preliminary analyses show that HU’s with
high proportions of missing data tend to exhibit higher rates of victimization than HU’'s with
low proportions of missing data, The full impact of the missing at random assumption still

needs to be assessed.

The remainder of this Section is devoted to the. exposition of several estimators of the

percentage of cri})“xe—free, HU’s, 6. Some of these estimators are based on specific models of

victimization and“the-missing at random assumption and others are more ad hoc in nature.
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Estimator 1: An Ad Hoc Approach

’ We begin by considering an ad hoc estimator of the proportion of HU’s not victimized by
crime in a year:

1) Consider each HU that had an interview covering at least one month of the year.

2) If there is no victimization reported as having occurred in the year, consider the HU as
being crime-free.

3) For each HU determine the number of interview months in the year (that is, the
number of months covered by an interview).

4) Use an an estimator

R number of interview months for crime-free HU’s
g = - . €y
total number of interview months

If a HU has reported a victimization in any month of the given year then we are sure that

~

it was not crime-free. With this in mind we may prefer a variation of 91:

X CFM
7l = , . (2)
: 12 X number of victimized HU's + CFM

" where CFM is the nur\nb\.r of interview months for crime-free HU’s (that is: the numeratg_r of

e

S 8). Note that 8! < 6.

1

Both 31 ‘and 3’1 have built-in biases that we expect will, lead them to be overestimates
(perhaps by a substantial amount) Qf some true proportion, §. We note that they are, at least
in spirit, similar to estimators, such as the Kaplan-Meier ‘estimator, ‘that appear in the surviyal
analysis literature (e.g. see Kalbfleisch and Prentice, 1978). . o
Estimator 2: The BJS Estimator

c Alexander (1981) describes two "different estimators. which ‘wers used to produce the
" prevalence tates published By the BIS (U.S. Department of Justice, 1981a). Because BIS needed

i “to. estimate rates for 1980 beforé ‘the end of March, 1981, and because it would be necessary

A\
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to have information from interviewé through June, 1981 in order to calculate 1980 rates, BJS
used information from 1980 interviews in place of information from interviews tha: would have
occurrec%\af ter January 1981. Thus, thed BIS estimators used only 2 interview records rather
than the 3 that we require to obtain the information for an HU for a fu‘ll calendar year. For
example, BJS used the March 1980 and Sept. 1980 interviews for a HU in pane] 3 although the
information" ai;tained at these interviews is actually for the year Sept. 1979 through Aug. 1980
(see Section 2).

i
Y

1 ,
In Appendix I we present a detailed description of the BJS estimates. Both are of a form

A

similar to 91, except for the following:

(a) the time periods for interviews contributing to a given annual estimate extend
backwards out of the period of interest,

(b) different weights are appiied to different types of non-interviews,

(c) 1-6, that is, the probability of being victimized in a year, is estimated rather than 6.

In both cases the denominator of the estimator is interpretable as the number of interview

~

months (divided- by '12). Fvorb the first estimator, RZ, the numerator consists of (i) the number
of interviews obtained -at Hﬁ’s that completed all I'Jos‘sible. interviews and were also victimized
at least ‘once, plus (ii) the number of interviews obtained at HU’s for ‘which one of the two
interviews~was missing -and which also reported at least one victimization times a correction

factor. This @:orrection factor is used to adjust for the fact that HU’s for which an interview

is missing may or may not have been victimized during the months covered by the missing

interview.

The second estimator, f{; is similar to f{n -except that the HU’s which are missing the first
interview and were victimized at least once are multiplied by a different g:orréction factor than

the HU’s which are missing the second interview and were victimized at least once.

We note that the Bureau of Justice 'Statis;ics actually. calculated these rates using the weighted

counts referred to in Section 4 while we have calculated them using the unweighted counts. In
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addition, we have used data from unbounded interviews and series as well as individual

. o, _ ke 2 _"/ .
victimizations. For comparative purposes we compute 92 = 1-R2 and 02 =1 R2 to estimate
the proportion of crime-free HU’s.

Estimator 3: Homogeneous Bernoulli Model

Estimator 3 is based on a homogeneous Bernoulli model of victimization. Let
1 if HU i is victimized at least once in month j
'j 0 otherwise
for i = 1,.., H; j = 1,.., 12, where H is the total number of HU’s in the sample, be

independent Bernoulli random variables with a common value of p = Pr{xij=1}. -

Under this model, every HU has the same probability, p, of being victimized in any month.
A given HU is victimized in month i independently' of whether or not it is victimized in

month £(£#j), and HU i is victimized independently”‘of HU k (k#).

If we assume that the missing data are missing at random, it is easily shgwn (see. Eddy,

Fienberg, and Griffin, 1_981) .that the maximum likelihood estimator of p is

p= 3)

]

'--!‘<f

wheréT is the ‘total number of xij’s that are observed and V is the sum of the.observed xij’s,

that is, V is the total number of months observed in which a victimization occurred.

If we wish to estimate 6, the probability that a HU is crime-free for the year, then we

need only note that ) .
-8 = (@-p?, &)
) ,

and thus the maximum likelihood estimator of .6 is

5, = ape= ()"

# of crime-free months observed

. \ B T - (5)

o
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Estimator 4: A Correlated Bernoulli NModel

Tallis (1962) discusses a model which is a "mixture” or weighted average of the model of
independence of victimizations across months described above and the model of pe;‘fect
correlation in which a HU that is viclimized in January is victimized every month and a HU
that is not victimized in January is never victimized. In this model p represents, as above, the
probability that an HU is victimized at least once in a Ugiven month. A second parameter, p
(0<p<1), represents the correlation between any two months of data for a given HU. In
particular, letting xij be defined as above, we suppose that (x”,..., an)’ i=1,., H, follow the

Tallis model and that (x“,,..., xm) is independent of (xkl,..., an) for i*k.

As with the homogeneous Bernoulli model, every HU has the same probability p of being
victimized in any montﬁ, and HU i is victimized independently of HU'k(k?*i). This model has
the feature that, when 0<p=1, X, is no longer independent of X, but when p=0 this model

simplifies to the Bernoulli model with complete independence of monthly observations.

Assuming that the missing data are missing at random, we can calculate the likelihood
function in terms of p and p (details are given in Eddy, Fienberg, and Griffin, 1981).
Unfortunately, this function cannot be maximized directly and iterative methods are required to
obtain maximum likelihood estiméltes of | p and p. Two‘views of this likelihood are shown for
an example in Appendix II. Once we cqmpute these estimates, it is then straightforward to

compute the maximum likelihood estimate of 0, the proportion of crime~free HU's:

B, = (=P + p(1~p) . ®
Note that 34 is a linear combination of 3’3, the Bernoulli estimator, and- (1~p), the estimator

that results from perfect correlation.
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Estimator 5: A Markov Modé/

Let X oo X be defined as above. We can consider these observations as arising from a

two state Markov chain with states 0 and 1, where 0 indicates that no victimization occurred
within the Lms‘.‘nth and 1 indicates that at least one victimization occurred. Let (po,p]) be the
initial probability vector, e.g. P, is the probability of no victimization in the initial month, and

pOO p(}l (7)

p P

10 11

the transition matrix, e.g. Py is- the probability of no' victimization in month i+1 given no
victimization in month i. In addition, we assume that HU j is victimized independently of HU

k and that the missing data are missing at random. As in the previous model, we are unable

to maximize the corresponding likelihood explicitly, but iterative methods can be used to obtain .

maximum [likelihood estimates of Py Py and Py ie. Py Py and Py Several plots of the
likelihood function are shown for an example in Appendix II. The maximum likelikood
estimate of 6, the proportion of crime-free housing units, is then |
2 = 5 (» :
8,=mp, (p)" . (8
Noie that 95 represents the probability of starting in the crime-free state in January and

moving from the crime-free state to the crime-free state for each of the eleven successive

months.

6. Empirical Results: Preliminary Estimates for Victimization Prevalence

Using the sample of 1539 household locations described in Seétion 3, we have calculated
values for the seven estimators presen;ed in Section 5. In addition, by assuming that every
nonresponse month was a month in which a Qictimizati& occiirred, we can compute a lower
bound for 51. Similarly by assuming that every nqn—response month was a crime-free month,
we can calculate an upper bound for 3‘1. While .hthese bounds are strictly afiplicable ‘td ‘only
5!, they are quite ix;forrnative, and suggest the range of possible estimates of ¢ thatkcan 11esu1t

from changes in model assumptions and specifications. 1In Table III, below, ‘we display the

19

seven estimates and the bounds for the three years for which complete longitudinal data are

PR

available, 1973 - 1975. The estimated standéfa errors for several of these estimates are

available, but not reported here.

TABLE III

Estimated Proportions of Households Untouched
by Crime, 1973 - 75

1973 1974 1975

Upper Bound 753 .760 770
6 706 719 732

91 676 672 .695

@2 672 .689 .689

g 671 .687 .687

93 580 583 626

8, 626 619 651

8, 606 613 660
Lower Bound 497 519 523

~ ~ 0\/ "~ -~ . °
We note that 6), 62, 92. 03 and 65 show a small increase from 1973 to 1974 and increase
or remam the same from 1974 to 1975. 'On the other hand, @i and 94 decrease slightly from
1973 v}to 1974 and then increase from 1974 to 1975. All the changes are of relatively small

magnitude.” That is, the proportion of crime-—free HU’s seems to remain fairly constant over

the 1973 to 1975 time period.

{0
Nt
L

In addition, we note that the "upper bounds" are relatively close to the values of & , Which
1

we believe to be an overestimate of 4. The "lower bounds" lie far from & , primarily because
8 . 3

they treat a situation with a low value of p (the p;obability of victimization in given month)
as having occurred everytime we have missing data  (something that happens  quite often).

Nonetheless what we can learn frqm Tab}é HI'is a rough range for 6 (somewheré between 0.5
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and 0.8).

7. Extensions and Problems for Further Study

This paper has described some initial attempts to develop models for the analysis of
longitudinal files constructed from a rotating sample survey. Qur focus has been on the
implications of such modelling for aggregate cross-section-like quantities —— in this instance
annual victimization prevalence rates for household locations (HU's). We do not believe that
modelling NCS data longitudinally at the HU level makes very much sense. Thus the empirical
results we report in Section 6 are intended for illustrative purposes only. Even so, the
estimates of the prevalence-related parameter 6 reported there are clearly overestimates. This
is because an HU can report information for a given 6-month period in the NCS, but
individuals within that HU can be nonrespondents and we have no information about their

possible victimization experiences.

Wha’t should be clear from the discussion in the present paper is that the missing data

present a far greater problem for rotating panel surveys than has been acknowledged by those.

who conduct them. Indeed, reports of "monthly non-response rates” of 4-5% for the NCS
give no clue to the magnitude of the missing problem that awaits the survey analyst who

approaches survey data files organized longitudinally,

In Section 5 we modelled the missing data as if they were missing at random. In fact, we
believe that missingness may well be related to victimization ‘experiences, and thus attention

needs to be given to modelling missingness and victimization simultaneously.

Finally, we recall that-we were able to act as if we had a simple random sample of HU's,
even though such an assumption was inappropriate for the full longitudinal data file. Future
modelling efforts will need to consider how the sample design characteristics should be

reflected in the modelling and analysis process.
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Appendix I: The BJS Estimators

In order to describe the BJS estimators, Alexander (1981) presents a classification of each HU
into one of six groups according to the number of interviews and the types of noninterview.
There are three types of noninterview. A type A noninterview occurs when household
members are rarely at home, uncooperative, or otherwise impossible to reach. A type B
noninterview occurs when an HU selected for sample turns out to be vacant or otherwise
ineligible. A type C noninterview occurs when an HU is found to be demolished, converted to

non-residential use or otherwise out of the scope of the NCS. The six groups are as follows:

group a: both records are interviews.

group b: only the first record is an interview —-— the second
record is missing because the HU was rotated out of the
sample, or the second interview is a type A noninterview.
group c: only the second record is an interview —- the first
record is missing because the HU has just been reciated
into the sample, or the first record is a type A noninterview.

group d: the first record is an interview; the second record is
a type B or C noninterview.

group e the first record is a type B or C noninterview;
the second is an interview.

group f: neither record is an interview.

From these groups, the following quantities are computed:

H1 = # of HU’s in group a.
H4 = 1/2(# of HU’s in group b).
H5 = 1/2(# of HU’s in group c).
H6 = 1/2(# of HU’s in group d).
H7 = 1/2(# of HU's in group e).
€l = # of HU's in group a that report at ']east&pne victimization in

either interview. -

~
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C2 = 1/2(# of HU’s in group a that report at least one victimization
in the first interview). '

C3 = 1/2(# of HU’s in group a that report at least one victimization
in the second interview).

C4 = same as C2Z but for group b,

C5 = same as C3 but for group c.

C6 = same as C4 but for group d.

C7 = same as C5 but for group e.

The BJS victimization prevalence rates are then-given by:

Cl + C6 + C7 + (C4+C5) [C1/(C2+C3)]

[¥)

Hi+ H4 + HS + H6 + HT |

and 7

Cl + C6 + C7 + C4[C1/2C2] + C5[C1/2C3]

R

W~

H1l + H4 + H5 + H6 + H7
Appendix II: Likelihood Plots

In order to obtain a more complete understanding of the maximum likélihood estimates,
e u‘;g’ o
presented in Section 5, for the correlated Bernoulli model and the Markov .model, we have

generated several graphs of the likelihood surface of each of these two models.

‘\Figures 1 and 2 show two perspéctives of the loglikelihood surface for the correlated
Bernoulli model for the 1973 data. We can see that the surface has a unique maxiiilurn and so
the maximum likelihood estimates are unique. Near the maximum the surface is much more

peaked with respect to the variable p than with respect to ,o In fact, from Figure 2, we note

that, near the maximum likelihood estimate of p, the surface is very nearly flat with respect to

p. Thus the variance of } is large ‘compared to the variance of 13 The loglikelihood surfaces

for 1974 and 1975 data are similar to the one for 1973, as illustrated by Figures 1 and 2.
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ey
Figures 3 to 7 are views of the likelihood surface for the Markov model with one parameter

set equal to its maximum likelihood estimate. Thesé 5 figures were generated using the 1975

data.

In Figures 3 and 4 P, the probability of initially being in the state 0 (non—victimized), is = i
set to the value of 13 = ,954.. This loglikelihood surface is curved with respect to Poo much |
more than with)‘ respect to p, and so the variance of ﬁoo will be small relative to the variance |
of ﬁw. This is as we would have expected since we have many more observations in the state
0 than in the state 1, and hence have more information about 0 to 0 transitions than about 1

to 0 transitions. - Although it is not readily seen from these twg figures, the maximum is

T i o

unique.

AR R

"
RN

Figures 5 and 6 show the loglikelihood surface with P,y the probability of moving from
. state 1 to state 0, fixed at its maximum likelihood value of 838, We see that the surface is
more curved in the Py, direction than in the P, direction. This is, again, what we would have
-expected since there are many md‘re 0 to 0O transitions than initial observations of the state 0.

In these 2 figures it is possible by close inspection to see that the maximum is unique. ’ E

In Figure 7 Py the probability of moving from state 0 to state 0, is fixed to be .967. We
see that this loglikelihood surface is extremely flat. Thus the va~‘ances of ﬁo and i;w will be
relatively large and the values of f)o and ﬁm may not be very informative. It is vaguely

discernable that a unique maximum occurs in the upper right hand portion of the figure.

The loglikelihood surfaces for thp Markov model using data from 1973 and 1974 have

oy
[oa

characteristics similar to those displayed in Figures 3 to 7.
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© LOG LIKELIHOOD FOR 1973 DATA WITH SERIES
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L0G LIKELIHOOD FOR 1973 DATA WITH SERIES
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