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of Crime Supply Functions* 

Thomas F. Pogue 
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Abstract 

Econometric studies of crime have typically assumed that crime rates and 
sanction levels are determined simultaneously, and to achieve identification 
they have asst,lmed that particular exogenous variables affect sanction levels 
but n0t crime rates. 

In this paper, we suggest that individuals' decisions Oll whether to 
participate in criminal activity depend on perceived sanction levels that 
depend in tura on sanction levels reelized in past periods. With decisions 
made j-1). this manns'r, crime r~tes and sanction levels are not determined 
simultaneously, and the idero'tlfication problem in its usual form does not: 
arise. Our econometric results are consistent with this view; arrest and 
imprisonment sanctions have little contemporaneous effect on burglary, 
larceny, and robbery rates. Lagged effects, although gr,eater than 
contemporaneous effects, are statistically significant only in the case of 
robbery. 
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I. INTRODUCTION 

The crime prevention effects of society's criminal justice (law 

enforcement) policies are of .continuing interest. Reflecting this :i.nterest, a 

number of studi~s have estimated crime supply functions that presumably show " 
// 

how the applic~tion of criminal sanctions affects observed crime ratesal The 

results of some studies have been interpreted as evidence that the threat of 

imprisonment deters crime. For examples, see Ehrlich (1973, 1975), Sjoqui~t 
(1973), and Vandaele (197~). How~ver, this interpretation has been 

questioned, most notably by Blumstein (1978), who expresses considerable doubt 

that any study has satIsfactorily identified and estimated a cause-effect 

relationship between criminal sanctions and crime rates.2 

Most studies have assumed that crime rates and sanction levels are 

simultaneously determined, and to achieve identification of crime supply 

equations, they have a.ssumed that particular exogenous or predetermined 

variables affect sanction levels but not crime rates. The validity of these 
I' 
~f. identifying restrictions is a central issue in the on-going debate about the 

deterrence implications of. existing empirical work. 

In this paper, we suggest that indiViduals' decisions on whether to 

partiCipate i~ criminal activity are not significantly affected by prevailing 

sa~ction levels. ~~stead, the deciSions made during a given period are based ) , 
\ \ 
"" 

on gerceived sanction levels that depend in turn on actual sanction levels of 

past periods. With decisions made in this manner, crime rates and sanction 

levels are not determined simultaneously, and the identification proble~ in 

its usual form does not arise. But problems of obtaining consistent estimates 

remain. 

describes 

Section II discusses these matters in more detail. Section III 

the~data used in t9is study; section IV presents estimatea of the \. 
" . , 
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response of perceived to actual sanetions8 The final section summarizes our 

findings and briefly explores their policy implications. 

II. A MODEL WITH LAGGED SANCTION EFFECTS 

Numerous econometric studies of crime have estimated equations of the 

form: 

(1) Cijt = aO + a 1Pijt + a2Xjt + Uijt 

where Uijt is an error term and Cijt , Pijt , and Xjt are, respectively, the 

logarithms of the reported rate of criminal activity of type i in jurisdiction 

j (state or city) at time t, the clearance rate (probability of arrest) for 

crimes of type i in jurisdiction j at time t, and exogenous socio-economic 

va~iables hypothesized to affect crime rates.3 Other sanction measures, such 

as probabili.ty. of imprisonment and time served, can reasonably be included in 

crime equations, and previous studies have done so. But to simplify the 

following discussion, equation 1 incl';qes only one measure. 

Most studies have recognized that crime rates may influence sanction 

levels as well as the converse. Specifically, they have assumed that 

objective sanction levels depend ~n crime rates, resources used to apply 

sanctions, and exogenous variables that influence the sanction levels achieved 

with given resources: 

(2) 

whe~e Vijt is an error term and Ejt' CTjt , and Yjt are, respectively, the 

logarithms of a measure of resources devoted to the apprehension of offenders 

in jurisdiction j at time t, an index of overall criminal activity, arid 

exogenous variables that influence arrest probabilities\~ The usual hypothesis 

is that Pijt is positively related to Ejt and negatively related to CTjt and 

••. _ ._.~. _~~_ _ __ :..:..:-...::......._---'---'--__ ~ ______ ___'__'"'_'= .......... .o...o_ ________________ _ 
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Cijt • That is, the probability of clearing a crime by arrest increases as the 

total resources available for clearing a given set of crimes increases.4 

The economic theory of crime that leads to equation 1 assumes that 

criminal activity by a given set of individuals depends on their perceptions 

of the relative gains and costs of legal and illegal behavior. Objective 

(actual) sC'mction levels, measured. by arrest and imprisonment pr~bablities and 

sentences served, affect crime rates as they influence perceived sanction 

levels and thereby influence perceived costs of criminal behavior. Thus, in 

estimating crime equations such as equation l,previous studies have assu.med 

that perceived and objective sanction levels ,are one and the same. 

But it is likely instead that perceived sanction levels depend on 

objective sanction levels realized in previous periods. 5 If such is the case, 

crime equations should include measures of past as well as (or rather than) 

current sanction levels. That is, instead of equation 1: 

(3) 

where crime and state subscripts are ommitted for notational simplicity, the 

integer 0 is the ntimber of periods that elapse before a change in the 

objective proba'bility of arrest has any effect on the perceived probability, 

and K is the number of past values of the objective probability that influence 

the perceived probabil:f.ty. If 0 = 0 and K = 1, then perceived probabilities 

adjust immediately (within the current period) to changes in actual 

probabilities, and equation 3 is identical to equation 1. 

The relationship between the objective probability of arrest and the crime 

rate, giv~n by the values of ~k' incorporates two effects: the effect of the 

objective on the perceived prob~bility and the effect of the latter on the 

crime rate. If either of these effects is zero, cri~ rates will not depend 

oli objective sanction levels. The total effect of a change in the probabil,ity 



K 
of arrest is given by E uk' which is negative if arrest has a crime 

k=l 
prevention effect. 

The contemporaneous crime prevention effect of a criminal sanction, the 

4 

effect of Pt on Ct in equations 1 and 3, is identified only if Xt *, the set of 

exogenous and predetermined variables that affects Ct , Pt , and/or Et , includes 

one more variable than does Xt •6 This necessary condition for identification 

is met if Yt includes at least one variable that is not included in Xt ; or if 

Xt = Yt , the condition is met if Et depends on at least one exogenous or 

predetermined variable that is not included in ~. 

However~ if we accept the argument that the contemporaneous effects of 

sanctions on crime rates are minimal or non-existent, then 8 > 1 and the 

identification problem does not arise because Pt and Ct are not simultaneouslY 

determined. 

Regardless of the value assumed for 8, problems may arise in the 

estimation of equation 3. Ordinary least squares (OLS) estimates will have 

the desirable statistical property of consistency only if the sanction 

variables are statistically independent of the error term. Unfortunately, 

such is not likely to be the case. If 8 = 0, as most previous studies have 

assumed, equation 3 includes Pt , which is not statistically independent of Ut 

if the sanction levels achieved in a particular period depend on the crime 

rates of that period, as equation 2 implies. In particular, when Ut is 

relatively large, Ct will be relatively large and Pt will tend to be 

relatively low by the resource saturation hypothesis. The estimated 

coefficient of P may thus be negative even if the arrest sanction has no crime 

prevention effect. 7 

If 0> 1 and the error,terms are not serially cor!'elated, then the 

sanction variables in equation 3 will be statistically independent of its 

~ j 
'J 

'II (', 

I 
, 

tl 
L , 
i 

~ 

5 

error term, and OLS estimates of its parameters will be consistent. 8 Howe . ver, 

such serial independence is unlikely and, consequently, the predetermined 

sanction variables (P-0, etc.) included in crime functions such as equation 3 

may be correlated with the error term. 9 If so, OLS will yield inconsistent 

estimates of the parameters of the crime equations. 

Consistent estimates can be obtained by other techniques. If 8 = 0, two

stage least squares (2SLS) yields consistent estimates provided that the 

identifying restrictions are valid. Consistent estimates can also be obtained 

by 2SLS when 8 ~ 1. 10 In this case, estimated rather than observed values of 

the predetermined variabl,es are used in the crime equations. To illustrate, 

the predetermined (lagged endogenous) variables in equation 3 

are Pt - 8, Pt - 8- 1 , etc. These sanction variables depend on and are therefore 

correlated with values of exogenous variables in periods pri.or to and 
I 

including t-8. With 2SLS, each of the predetermined sanction variables is 

regressed on these exogenous variables. The resulting regression equations 

are used to generate estimates of the sanction variables. Equation 3 is then 

estimated with the observed values of the sanction variables replaced by these 

estimated values. Since the estimated. sanction variables are linear 

combinations of the exogenous variables, they are asymptotically independent 

of the error term, and the parameter estimates thus obtained are consistent. 

Moreover, 2SLS estimates are consistent even if the correlation of clearance 

rates with the error terms arises in part because of errors in the measurement 

of clearance rates. II 

However, these estim~t~s are not.efficient if there is serial 

correlation -- if the error for a particular state in a particular year is 
~-::- --,,/ \\>:::'--::--

correlated with the error for that state in other years. When data for more 

than one cross-section year are available~ as is the case in the present 

c 
- ----- --, ~-~-



study, more efficient estimates of the coefficients of equation 3 can be 

obtained with the. seemingly unrelated regression (SUR) technique. The SUR 

technique takes a~<:;ount of any serial correlation in the error of each 

stat~. There is an efficiency gain from the use ,of SUR unless errors are 

serially uncorrelated, in which case the SUR t,tl'ichnique yields the same 

estimates as 2SLS. 12 

An alternative approach to estimating crime functions such as equation 3 

is to make an explicit assumption abput the serial correlation of the 

errors. In general, the correlation may be M-order: 
M 

U iJo t = L P Ui ° + ei ° m=1 m Jt-m Jt 

where E(eijt) = 0, E(eijt )2 = i, and E(eijteijt') = 0 if t t= tr. In 

practice, serial correlaticn can often be represented accurately by a low 

order (M = 1 or M = 2) process; in the present study, a first order process 

6 

(M = 1) appears to be adequate. Setting M = 1 ,in equation 4 and substituting 

for Ut in equation 3 yields after rearranging: 
K 

(5) C = (I-PI) aO + I ak (pt-0-k+l -P1rt - e-k ) 
t k=1 

+ a 2Xt - P1a 2Xt - 1 + P1Ct - 1 + e t -

If e~uation 4 with M = 1 correctly represents the structure of Uijt , then the 

error term in equation 5 is not'serially correlated. If, in addition, 

e > 1 , OLS estimates of equation 5 will be consistent because the equation 

includes .only lagged values of the sanction variable, which are statistically 

independent of the err9r term e. However, if e ? 0, then the equation 

includes the current value of the sanction variable; this current value will 

be correlated with e, and OLS estimates of 5 will not be consistent. 

III. DATA 

In collecting and integrating data from a number of sourceS'k our central 

concern has been to obtain data for a set of states that are consistent both 

~ 
I 
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across states at each point in time and across time for each state. The 

required data are variables that measure crime rates, sanction levels, and the 

socio-economic "climate" in each state. Exhibit 1 defines the exogenous 

(environmental) variables and the variables measuring crime rates and sanction 

levels that were used in t:lis study. 

An ideal data set would include the values of these variables for each 

state and a substantial number of years. The, data set used in this study 

approaches this ideal data panel in that it includes annual observations on 

crime rates, clearance rates, and socio-economic variables for each state for 

the years 1968-77. 13 Clearance and crime rates are available for each crime 

category included in the FBI crime index. However, the data are far from 

ideal in that measures of probability of imprisonment and time served are 

available for ~hly 1960, 1964, an~ 1970 -- for 45 states in 1960 and 1964 and 

32 states in 1970. Thus, crime equations that include all three sanction 

variables (probability of arrest, probability of imprisonment, and time 

served) can b~ estimated only for 1970 and adjacent years. 

The e:wgenous variables included in the crime equations, the set X, should 

reflect factors other than the activiti~s and policies of the criminal justice 
" 

system that affect individuals' willingness to engage in criminal activity. 

In particular, variables measuring the relative economic gains from legitimate 

and illegitimate activites are relE;!y,:'ElUt if, as is wid,ely thought to be the 

case, property crimes a~e moti"'ated by prospective economic gains. In 

addition, variables that reflect differences in reporting practices are 

appropriat~ly included in X oecause the dependent variables in our analyses 
!i 

are reported rather than actua~ crime rates. Variables 1-8 in Exhibit 1 meet 

one or both of these criteria and are therefore included in X. Of these, 
',I 

variables 1-3 have been used most frequently in other studies. 

". 
----------~- ----- --
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Natural 
Logarithm 

, Variable of Variable 
Numbe!: Denoted by 

1. INC 

2. POV 

3. NW 

4. UN 

5. PAR 

6. DPOP 

7. EDH 

8. ORB 

9. DEN 

10. MVR 

11. AID 

,1;2. GX 

13. PTX: 

14~ B 

EXHIBIT 1. Variable de;initions 

Exogenous (environmental) variables 

Per capita income) thousands of dollars. a 

Percentage of families with income below the poverty 
level. e 

Non-white persons as a percentage of total 
population.e 

Unemployment rate (unemployed persons as a percentage 
of population).a 

Persons under 18 and not living with both ,parents as a 
percentage of total population.e 

Increase in population over preceding 10 years: 
current population as a proportion of the population 

a of 10 years earlier. 

Percentage of persons 25 years and older who have 
completed 4 years of high school or more. e 

Percentage of population living in urban areas. a 

Population density.e 

Estimated market vaSue of real property, thousands of 
dollars per capita. 

Federal aid to state and local governments of the 
' a 

state~ dollars per capita per fiscal yearc 

Expenditures for purposes other than tile criminal 
justice system, financed with revenue from own 
sources, state and local governments, dollars per 
capita per fiscal year. a 

Property tax revenue as a propqrtion of revenue 'from 
" ,'/ a own sources, state and local governments. 

Endogenous (dependent) variables 

Repo:ted
l 

burglar~es p'et.'\.:lOO, 000 P9Pulatio,n for a 
partl.cu ar year. ~. 

I 
II 
1 
\ 

,I 

c 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

L 

R 

P 

PI 

T 

E 

CT 

Exhibit 1 (Continued) 

Reported larceni~sfper 100,000 population for a 
particular year. ' 

Reported robberies per 100,000 population for a 
a particular year. 

Proportion of reported burglaries, larcenies, or 
robberies clpared by arrest; an estimate of the 
probability of arrest. c 

9 

Commitments to state prisons for burglary, larceny or 
robbery as a proportion of reported burglaries, 
larCel.lies, or robberies; an jstimate of the 
probability of imprisonment. 

Median time served in months by persons imprisoned for 
burglarYa larceny, or robbery before th.eir first 
release. 

Police protection expenditures of state and local 
governments of the state, dollars per capita per 
fiscal year. 

Federal B~reau of Investigation Crime Ind~x for a 
particular year; the total number of index crimes per 
100,000 population where index crimes are murder, 
forcible rape, robbery, aggravateq assault, burglary, 
larceny, and auto theft. a 

aAvailable annually. 

bAvailable only for 1971. 

cAvailable annually from 1968. 

dAvailable only in 1960, 1964, and 1970. In 1970, available only 
for 32 states. 

eAvailable only in census years (1970 and 1960). 

f For 1970-1972, L includes only'larcenies involving losses in 
excess of $50; for 1973-77, all larcenies are included. 
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The remaining five exogenous variables listed in Exhibit 1 are assumed to 

affect crime rates only indirectly, through their effects on the resources 

used to apply sanctions and/or the sanction levels achieved with given 

resources. The resources that a state allocates to its criminal justice 

activities will depend on the total resources at its disposal and the 

competing demands on those resources, for which MVR, AID, and GX are plausible 

measures. These resources may also depend on state-local tax structures and 

the division of responsibility between state and local governments, both of 

which are reflected by PTX. The sanction levels achieved with given 

resources, parti~ularly clearance rates, may be related to the geographic 

dispersion of the population, DEN. 

The exogenous variables that affect the sanction levels achieved with 

given resources, the set Y in equation 2, may include some of the same 

variables as X because factors that influence individuals' decisions to engage 

in criminal activity may also affect their support of the law enforcement 

activities that lead to the arrest, conviction, and imprisonment.i of pers«?ns 

charged with crimes. Thus, ther£! may be uncertainty about which of the 

variables in Exhibit 1 should be included in Y. However, there is no apparent 

rationale for including UN, DPOP, MVR, AID, GX, and PTX. These exclusions 

pl.us the exclusion of MVR, AID, GX, PTX, and DEN from the set X assure that 

both crime and sanction equations (equations 2: land 3) are identified 
1:1 

when 0 = o. 

IV. ESTIMATED CRIME EQUATIONS 

This section reports the results of estimating equations j and 5. Crime 

categories employed were larceny, burglary, and robbery. Annual data were 

used; hence, a period is one year. To determine the sensitivity of the' 

11 

results to model speci . .tication, equations were es timated for several assumed 

values of 0 and K. Sanction levels have been measured by clearance rates (P), 

imprisonment rates (PI), and median time served (T). We report first the 

results of estimating crime equations with the only sanctien measure being the 

clearance rate, and then show the effects of including addit.ional sanction 

measures. 

A. Effects of sanctions 

Table 1 presents the clearance rate coefficients for equation 3 estimated 

from the pooled data set of 288 observations (48 st<'.ites and 6 years) with 

o = 1 and K = 1,2,3, or 4. Twelve (of tbirty) coefficients are positive 

rather than negative, and with the exception of robber~? in the case of K = 3, 

they are not statistically significant, either individually or as a group.14 

However, in each case, the sum of the coefficients, which estimates the long 

run elasticity of the crime rate with respect to changes in the clearance 

rate, is negative. 

If perceived sanctions adjust with a lag to past values of actual 
K 

sanctions, the sum of the clearance rate coefficients,. L ~k' should . \\ 
k""!~· 

increase in absolute value with increases in K. Table 1 shows that such is 

not the case for larceny, but for burglary and robbery the sum of th~ 

clearance rate coefficients increases as K increases from 1 to 3 a~,d t.h€:n 

decreases as K increases to 4. There is thus some evidence that perce~ved 

sanctions respond with a lag to a.ctual sancti01.1S.'But the evidence is weak; 

j:-
the lagged clearance rate coefficients are not st'[atistically significant, 

either individually or as a group, except for robbery with K=3. \ .. 2his finding 

may be interpreted in two ways. Perceived sanc;~ions may adjust rapidlr to 

changes in actual sanctions; K is in fact equal to one. Or, perceived 

sanctions may adjust \~radUallY, bt,t theacthal sanction values are so highly 

~\ 
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Lagged 
clearance Burl!:lary 

rate K~l K-2 K-3 

A 

P-l -.033 -.076 -.084 
(.094 ) (.100) (.123) 

A 

P-2 -.086 -.163 
(.099) (.142) 

A 

P-3 • 013 
(.183) 

A 

P-4 

Sum of Co-
efficients -.033 -.162 -.234 

TABLE 1. Coefficients of clearance 'Lat~s in equation 3. 
estimated b~SUR fr9m pooled state d~ta. 1972-1977a • 

Coefficient and (standard error) of lagged clearence 
rate in equation for: 

Larcenv 

K~4 K"l K"'2 K"'3 K-4 K=l 

-.078 -.099 -.083 -.152 -.247 -.127 
(.116) ( .081) (.103) (.130) (.164) (.123) 

-.181 .• 074 .005 .122 
( .115) (.096) (.107) (.129) 

, 
.034 .05'1 .025 

( .1/,2) (.128) (.153) 

.125 .022 
(.117) (.126) 

'\' 
\\ 

-.100 -.099 -.009 -.096 -.078 -.12i7 

12 

Robberv 

K-2 K-3 K-4 

-.289 -.259 -.204 
(.178) (.170) (.194) 

.140 .047 .103 
(.203) (.195) (.192) 

-.430*** -.140 
(.062) (.221) 

-.074 
(.181) 

-.149 -.642 -.315 

aFor each crime. the coefficien~s reported in this table are the estimate4 values of ak in the following equations: 

where K = 1.2.3 or 4. t - 1972 ••••• 1977. and j - 1 •••• ,48 states. 

II 
(I 

" 

" Alaska and Hawaii were excluded to make the sample comparable to previous studies. The environme:,l!;al variables 

included in the equation (the set X) were the first eight variables in Exhibie 1. The values ot.~·je_k were 

estimated in the first stage regressions with the explanatory variables being the first thirteer" in Exhibit 1. 
The six individual year regressions for each crime and each value of K were first estimated by~SLS and then 
treated as a system to obtain the SUR estimates. 

Note that the clearance rate coefficients. ok' do not vary with time; they are thus constrained to equality 
across years. while all other coefficients a~e free to vary. Since the hypothesis that ehe clearance rate 
coefficients take on the same values in each of the 6 cross-section regressions (1972-77) cannot be rejected at 
the 5 percent st::nificance level for any crime and any value of K. pooling of data t.o estimate clearance rate 
eff~cts seems appropriate. 

* indicates statiseical significance at 10 percent bue not 5 percent level. 
** indicates .statistical significance at 5 percent but not 1 percent level. 

*** indicates,(~tatlstical slgnlficance at 1 percent level. 
\,\ ,.' . ) 

II:. i 

I;;,' I 

{ 

\ \ ~ 

correlated over the periods t-l through t-4 that the lag structure cannot be 

estimated. IS 

Cri~,~) equations were also estimated for each crime and each year (1972-
.;1: 

13 

1977). The cQ~fficients of these individual-year regressions are not reported 

because they are qualitatively similar to those presented in Table 1. In 

particular, the hypothesis that the clearance rate coefficients are zero in 

every year cannot be rejeGted except for robbery in the case of K = 3 (see 

Table 2). Even this exception is not strong evidence of a crime prevention 

effect, since 7 of 18 clearance rate coefficients (3 coeffients in each of 6 

cross section years) are positive rather than negative; and only 2 of 18 

coefficients are statistically Si~lificant, one positive and one negative • 

The coefficients presented in Table 1 were estimated on the assumption 

that 0 = l~-that crime rates are unaffected by current values of clearance 

rates. To test this assumption, crime equations were also estimated with 

o = O. For equations estimated with 0 = 0 and K = 1 , the case that most 

previous studies have considered, the hypo~hesis that the clearance rate 

coefficients are zero cannot be rejected for any crime (see the first column 

of Taqle 3). Also, when both cUl::r:ent ar~d lagged clearance rates are il1cluded 
':' .>, 

in the~~ime equations, the coefficients of the current clearance rates are 
\\ 

never)\ statistically Significant (see Table 3). These results are consistent 
if 

with the hypothes:f.s that 0 ~ 1, and they suggest that the estimated 

coefficients of current clearance rates reflect the correlation of current 

with past clearance rates, rather than the influence of current clearance ,.-'"-\ 
-\1 

rates dh current crime rates • 

T~ble 4 reports the coefficients of lagged clearance and crime rates in 

equation S estimated from pooled data. 16 The long run clearance rate 

elasticities derived from thes~i ~oefficients are shown in the bottom row; only 
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Burglary 

Larceny 

Robbery 

-

Table 2. Test statistics for the hypothesis 
that crime rates are unaffected by 
lagged values of clearaar.e ratesa 

Value of F-Statistic for: b 
K=l K=2 K==3 

.76 1.45 1.03 

1.39 1.06 .68 

1.47 1.09 2.04** 

K=4 

.78 

.99 

1.41* 

a
For 

a given value of K and a given crime, and hypothesis tested is that in 
the following regressions akt =f) for k == 1, ••• ,K and t = 1972, ••• ,1977: 

K 

Cjt = aOt k!1 aktPjt-k +a2tXjt + Ujt , j = 1, ••• ,48. 

14 

That is, the six individual year regressions for each crime and each case 
were treated as a system of seemingly unrelated regressions and estimated with 
and without restricting the clearance rate coefficients to zero. The 
hypothesis tested is that this restriL~ion causes a statistically significant 
increa.se in the Sum of squared residuals. 

bFor K=l, 2, 3 
respectively; 
respectively. 

'I and 4, numerator degrees of freedom are 6, 12, 18,/and 24, 
denominator degrees of freedom are 2~,~, 222, 216,/and 2J.O, 

"I I, 

r 

! 
" 

( . 
, ! 

, i 

Burglary 

Larceny 

Robbery 

Table 3. Test statistics for the hypothesis 
that crime rates are unaffected by 
current values of clearance ratesa 

Value of F-statisticb for: 
K=1 K=2 K=3 

1.94* 1.94* 1.97* 

.83 .13 .36 

1.65 1.00 1.31 

K=4 

.56 

.58 

1.04 

aFor a given value of K and a givr-n crime, the hypothesis tested is that 
alt = 0 for t = 1972'0 •• ,1977 in/the following regressions: 

b
For 

all values of K the numerator degrees of freedom are 6; denominator 
degrees of freedom are 228, 222, 216, and 210 for K = 1, 2, 3, and 4, 
respectively. 

15 
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the elasticity for robbery is negative. Similar results were obtained when 

equation 5 was estimated from data for individual years 1972-77: none of the 

6 elasticities estimated for burglary are negative, while only 2 of 6 

elasticities are negative for each of the other two crimes. For comparison, 

recall that the elasticities estimated from equation 3 and reported in Table 1 

are negative for all crimes, but statistically significant only for robbery. 

Thus, estimates of both equation 3 and 5 suggest that the crime prevention 

effect of arrest is greatest for robbery, and weak to non-existent for larceny 

and burglary. 

The crime equations estimated in this study include more exogenous 

variables than those estimated in previous studies. In particular, Ehrlich 

(1973) finds that only in.come, poverty, and non-white have statistically 

significant effects on crime rates. However, in this study, five additional 

variables [UN, PAR, EDH, DPOP, and URB] contribute significantly to the 

explained variation in crime rates; for each of the three crimes, the 

hypothesis that these variables have zero coefficients can be rejected at the 

one percent significance level. Thus, crime equations should be specified to 

include these variables unless it can be argued that there is no theoretical 

basis for expecting them to affect crime rates, which is not the case. Crime 

equations that include only INC, NW, and POV as exogenou~ variables are 

misspecified, even though they often show somewhat larger cl:+m~ prevention 

effects for arrest. 17 

One possible explanation for the weak crime prevention effects reported 

above is that arrests are relatively weak sanctions because they typically do 

not lead to imprisonment. 18 Thus, it is important to determine whether 

estimated sanction effects are greater when sanctdon levels are measured by 

imprisonment probability and time served as well as arrest probability. 

.. --~ -----------------"-'~---'-="-----"-'-'---'~-----------' 
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IE~planatory 
variable 

Sum of clearance 
rate of coefficients 

Table 4. 

Elasticity of the crime rate 
withbrespect to the clearance 
rate 

Elasticities of crime rates 
with respect to clearance rates, 
equation Sa 

coefficie~ts and (standard errors) when 
dependent variable is: 

Bu~glaryC LarcenyC Robberyc 

-.0228 .0073 -.0947** 
(.0263) (.0318) (.0450) 
-.0412 -.0276 .1440** 
(.0302) (.0374) (.0558) 
.0361 .0254 -.1481*** 

(.0331) (.0375) (.0532) 
.0363 .0350 .0503 

(.0305) (.0309) (.0492) 
.9275*** .8971*** .8751*** 

(.0208) (.0173) (.0256) 

.0084 .0401 -.0485 

.116 .400 -.388 

17 

aThe coefficients in this table are from the following equations estimated by 
SUR for each crime with 0 = 1 and K = 3: 

K 

Cjt = (l-pl)aOt+k~l [ukPjt-0-k+1-ukPIPjt-e-k] + a2tXjt-a2tP1Xjt~l+ P1Cjt_{+ ejt 
where j = 1, .... ,48; t = 1972, ••• ,1977; and the set X consists of the first 
eight variables in Exhibit 1. Estimates were also made with K = 1, with 
results similar to those reported above. 
b ' 
From equation 5, it is readily seen that the sum of the clearance rate 

K 
coefficients estimates L uk (I-P 1), while the coefficient of the lagged crime 

k=1 
rate estimates Pl. Thus, the long-run elasticity of the crime rate with 

K 
respect to the clearCl..nce rate, L U , is {/~stimated by the ratio: 

k=l k 
sum of clearance rate coefficients 

1 - crime rate coefficient 

c ., 
In the case of burglary and larceny, the clearance rate coefficients are not 

statistically significant eithe17 individually or as a group. However, in the 
robbery equation the coefficients are significant as a group, and·~"-hree of 
four are individllally significant. ',r 
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Since data on probability of imprisonment and time served are available 

only for 1960, 1964, and 1970, crime equations that include all three sanction 

variables, P, PI, and T, can be estimated only for 1970 and adjacent years. 

Table 5 presents the coefficients of the sanction variables obtained when PI 

and T are added to equation 3. These equations, labelled 3b, are the same as 

those reported above except that PI and T are included as explanatory 

variables and the estimates are based on 32 rather than 48 states. The 

coefficients are frequently positive rather than negative and never 

statistically significant. Hence, they provide virtually no evidence that 

crime rates are influenced at the margin by sanction variables. 

Equation 3c includes only time served and probability of imprisonment as 

sanction variables and therefore differs from 3b by the exclusion of the 

clearance rate. Again, the effects of the sanction variables are frequently 

positive rather than negative and never statistically significant. Equations 

3b and 3c assume 0 = 1 -- sanction variables are lagged one year. When the 

sanction variables are not lagged (0 = 0), the coefficients of PI/are negative 

in all three equations (for burglary, robbery, and larceny), but never 

statistically significant at the 5 percent level_ 

The results for equations 3b and 3c stand in sharp contrast to those I. 

obtained by Ehrlich and others in their analyses of 1960 data. For example, 

Ehrlich's (1973, p. 550) SUR estimates of the coeffients of. PI are -.624, 

-.358, and -1.112 for burglary, larceny, and robbery, respectively; the 

corresponding coefficients for Tare :-"996, -.654, and -.286. With the 
e 

exception of the coefficients of T in the robbery and larceny equations, the 

coefficients estimated by Ehrlich are more than twice their standard errors. 

Coefficieuts more similar to those obtained by Ehrlich can be obtained by 

restricting the set of exogenous variables included in the crime equations to 

~----~~~--'~'~"=~-='=-="="~=~'=""=""='''=''''~~---------------------------------------------
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Sanction 
variable 

Clearance 

rate (P) 

Probabilty of 
A 

imprisonment (PI) 

Time 

served (T) 
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TABLE 5. Effects of imprisonment sanctions, equation 3 
estimated by SUR, state data, 1970-71a 

Burglary 
3b 3c 3d 3b 

.59 .29 

( .51) (.62) 

.01 .02 -.29** -.09 

(.16) (.14) (.14) (.25) 

.06 .09 .20 .68 

(.39) (.32) (.31) (.76) 

Larceny 
3c 

-.10 

(.16) 

.44 

(.58) 

3d 

-.31* 

( .17) 

.45 

(.32) 

Robbery 
3b 3c 3d 

-.82 

(1.17) 

.16 .31 -1.07** 

(.59) (.58) (.52) 

1.13 1.35 -.72 

(1.12) (1.08) (.82) 

aVariables 1-13 in Exhibit 1 were used as regressors in the first stage regressions that 
generated estimated values of the sanction variables. These estimated values were then used to 
obtain the 2SLS estimates of each equation. The SUR estimates differ from the 2GLS estimates 
only in that they take account of the cova,riance of the errors across crimes. The 2SLS 
estimates are qualitatively the same as the SUR estimates. In equations 3b and 3c, the 
dependent variables are the 1971 crime rates, and the sanction variables are those for 
1970; e is assumed to be 1. Both dependent and sanction variables for equation 3d are for 1970: 
e = O. Equations 3b and 3c include variables 1-8 in Exhibit 1 as environmental variables· 

equation 3d includes only variables 1-3. ' 

I 
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INC, POV, and NW--the variables included in the equations reported by 

Ehrlich. The results of thus replicating Ehrlich's analysis with 1970 data 

are presented in Table 5 as equation 3d. The coefficients of PI in equation 

3d are of approximately the same magnitude as those obtained by Ehrlich with 

1960 data. But the same cannot be said for the coefficients of time served; 

Ehrlich's results show statistically significant and negative effects for T, 

while ours do not. 

Comparing the results for equations 3c and 3d shows that we estimate 

weaker crime prevention effects for imprisonment than previous studies, 

particularly Ehrlich's, primarily because we argue that the correctly 

specified crime equations should include environmental variables in addition 

to INC, POV, and NW, and not because we utilize data for a different year add 

a smaller set of states. Also, we have treated T as endogenous, while Ehrlich 

assumed it to be exogenous. 

B. Effects of exogenous variables 

Crime eq\1ations of the form of equations 3 and 5 account for a large 

fraction of the observed variation in burglary, larceny, and robbery rates. 

2 For example, the values of R for the 1972-77 2SLS estimates of equation 3 

with 0 = 1 and K = 4 average .78, .68, and .88 for burglary, larceny, and 

robbery, respectively. The corresponding averages for equation 5 

with 0 = 1 and K = 3 are .985, .975, and .986 •. A~though the arrest and 

imprisonment sanctions apparently account for relatively little of the 

observed variaton in the crime rates under study, the latter are not random 

phenomena. Instead, they are significantly related to a number of economic 

a.nd demographic factors. 

Table 6 presents representative estimates of the effects of these 

19 exogenous variables. The coeffients of INC,. UN, PAR, EDH, DPOP, and,.URB are 

T I 

i 

, , 

.! • 

Explanatory 
Variable 

INC 

POV 

NW 

UN 

PAR 

EDH 

DPOP 

URB 

TABLE 6. Equation 5 with e = 1 and K = 1 or K = 4, estimated 

by SUR from pooled state data, 1972-1977a 

Coefficients and (standard errors) when dependent variable is: 
Burglary Larceny Robbery 

K=l 

-.046 
(.075) 

.302 
(.233) 

- .. 013 
(.137) 

-.039 
(.045) 

.093* 
( ,,050) 

.923*** 
( .207) 

• 791**'~ 
(.263) 

.672** 
(.278) 

.857*** 
(.168) 

K=4 

-.095 
(.076) 

-.103 
(.075) 

.022 
(.075) 

.045 
(.080) 

.024 
(.152) 

-.101 
(.135) 

.006 
.( .050) 

.103* 
(.040) 

.778*** 
(.233) 

.736** 
(.298) 

.660** 
(.305) 

.786*** 
(.181) 

K=l 

-.073 
(.055) 

.552*** 
(.164) 

, .108 
(.114) 

.038 
(.039) 

.130*** 
(.030) 

.154 
(.184) 

1.031*** 
(.240) 

.666*** 
(.245) 

.338*** 
(.152) 

-.171* 
(.100) 

.093 
( .. 086} 

-.015 
(.114) 

-.039 
(.079) 

.577** 
(.261) 

.134 
( .138) 

.050 
(.046) 

.107* 
(.064) 

.083 
(.219) 

1.134*** 
(.268) 

.869*** 
(.303) 

.273 
(.174) 

K==1 

-.206** 
(.093) 

.568 
( .337) 

-.160 
(.211) 

.397*** 
(.072) 

.022 
(.061) 

.517 
(.326) 

.636 
(.424) 

-.142 
(.453) 

2.058*** 
(.267) 

-.267* 
( .151) 

-.092 
(.129) 

-.133 
(.143) 

-.099 
(.128) 

.410 
(.491) 

.017 
(.279) 

.409*** 
(.090) 

-.003 
(.093) 

.396 
(.396) 

.784 
(.494) 

-.105 
(.985) 

2.176*** 
(.312) 

aThis table reports equations of the following form, estimated from the 'pooled 
data sample of 288 observations: 

K 
C = a + 1: ct P + X jt Ot k=I k jt-k a2 jt + Ujt , t = 1972, •• ', 1977 and 

21 

j = I,' 48 states. Equations were also estimated for each crime for K = 2 and 
b t th K = 3~ u ey are ~ot reported because they are quite similar to those reported. 

-
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predominately positive, with the positive coefficients frequently being 

statistically significant; the negative coefficients are never significant. 

The coefficients of NW are significant and positive unly in the robbery 

equations. Although the coefficients of the environmental variables do vary 

in magnitud~ and sometimes sign across equation forms and crimes, as a group 

the variables are always statistically significant. 20 

Many of the variables are undoubtedly proxies for a number of factors that 

influence the actual commission of crimes and their reporting. To illustrate, 

the positive coefficient of EDH may reflect in part higher rates of reporting 

in states and localities with more highly educated populations. That such is 

the case is consistent with the finding that the coefficients of EDH in the 

burglary and larceny equations are typicallYJ-:~~rger than those in the robbery 

equations. More serious crimes (robbery) are less likely to go unreported, 

regardless of the willingness of the victims to become involved and regardless 

of the professionalism of law enforcement agencies. 

The variables INC, NW, and. PAR appear to be highly interrelated in their 

effects on cr;i.me rates. In Table 6, PAR is si~nificant for burglary while INC 

and NW are not; for larceny, INC is significant while PAR and NW are not; for 

robbery, NW is significant while INC and PAR are not. The coefficients of POV 

are never significant, which is probably due to the high correlation (-.82) of 

INC and POV. Thus, whether these variables reflect the influence of income, 

race, broken homes, or some combination of the three is difficult to 

judge. 21 However, omitting INC 'and NW resulted in statistically significant 

coefficients for PAR in all three equations, while leaving other coefficients 

and the overall explanatory power of. the equations essentially unchanged. 

This result suggests that the positive relationship between NW and the crime 

rates found in numerolils previous studies was observed because NW is a fairly 

-------------=- ,,:,"~,....-
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good proxy for the frequency of broken homes (PAR) and 'not b 
ecause race 

directly affects criminal activity. R dl f 
egar ess 0 whether this particular 

explanation of previous findings is accepted, the importance of NW is clearly 

diminished by allowing for the influence of other f 
actors that may just as 

plausibly affect crime rates. 

The effect of unemployment is of particular interest, partly hecause ~ 

link between unemployment and crime has been posited frequently but seldom 

observed, and partly because unemploymer.~c can be influenced 
by public policy 

in the short run as well as in the long run. 22 N 
ote that UN has a stronger 

influence on burglary and larceny than on robbery, . 
which is plausible since 

burglary and larceny are likely closer substj.,~utes f 
~ or employment than is 

robbery. Similarly" that larceny should be more strongly influenced by UN 

than burglary is plausible, since the latter involves unlaw~ul entry, usually 

by force, while larceny includes theft of a sort, e.g., slJ.j:>plifting, that is 

likely to appear less risky and more feasible to the inexperienced and 

reluctant offender.23 

Adding to the significance of UN as a cause of crime is its probable 

interaction with PAR. 
That is, UN may affect crime rates indirectly as well 

as directly to the extell.t that it leads to the breakup of families, as it 

apparently does when fathers be must absent for their f mil 
a ies to qualify for 

AFDC (Aid to Families With Dependent Children). 

Although the elasticities for UN might seem to 
smal)., too be of policy. 

significance, rising unemployment over the '-1,970-77 1 
samp e period accounts for 

a non-trivial share of the l."ncrease in b 1 urg ary and larceny rates. 

SpeCifically, from 1970 through 1977, the average (over 48 states) 
percentage 

increase in the unemployment rate was 39.4. Table 6 shows an elasticity of 

burglary with respect to UN of .103, which implies an average increase in the 

---~ ' .. -- --------------------
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burglary rate of ( .. 103) (39.4) = 4.06 percen.t for the 1970-77 period. The 

correspon.din.g in.crease for lar~en.y is (.130) (39.4) = 5.12 percen.t. The 1970-

77 average increases in burglary an.d larceny rates were 36 and 37 percent, 

respecti vely. Thus, the in.crease in un.employmen.t ac,,;, ,un.ts about 11 percent of 

t.he average increase in the burglary rate and about 14 percento'f the increase 

in the larceny rate. 

Moreover, as a, source of change in burglary and larceny rates, 

unemployment change was more important than clearance rate change. For the 

1970-77 period, the average percentage changes in clearance rates were -10.7, 

3.0, and 5.2 for burglary, larceny, and robbery, respectively~ These changes 

imply al)'erage percentage changes of 2.5, -.3, and -3.3 in the .three crime 

rates when the changes are calculated with the largest clearance rate 

elasticities reported in Table 1 (-.234, -.099, and -.642). These 

calculations suggest that falling clearance r.ates were not the source" f tt . 0 r!~ 

1970-77 increases in burglary, larceny, and robbery rates. Indeed) i-ising 

clearance rates had the effect of ri~ducing the average increase in larceny and 

robbery rates. 24 

v. SUMMARY 

This study has estimated parameters of crime equations (supply-of-offense 

functions ~;:Jsimilar to those es timated in numerous previous studies. However, 

in specifying crime equations, Tj,~ have allowed for lags in the adjustment of 

perceived to actual sanctions. Such lags are plausible, given the channels by 

which potential offenders obtain information aboue'actual sanction levels. 

Our results suggest that there are indeed lags and that clearance rates 

have little contemporaneous effect on crime rates. Of course, this 

interpretation of our findings does not rule out an observed inverse 

d . 
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correlation of current crime rates and current clearance rates. Such a 

correlation could arise if relatively high crime rates are associated with an 

overload of the law enforcement system that reduces the resources that can be 

devoted to solving each crime. Also, even if current crime rates depend only 

on past clearan.ce rates, they may nevertheless be correlated with current 

clearance rates if the latter are correlated with past clearance rates. 

On balance, our results provide at most weak evidence that burglary, 

larceny, aud robbery rates are influenced by marginal variations in the 

application of arrest and imprisonment sanctions. The word marginal in the 

preceding sentence deserves emphasis; we are not saying that crime rates would 

n.ot in.cre('lse if no uanction.s were applied. In.s tead, the eviden.ce sugges ts 

that observed differences in sanction levels accoun.t for little of the 

observed variation. in crime rates. 

However, it is possible to obtain statistically an.d quantitatively 

sign.ifican.t crime prevention effects by selecting a. particular equation 

specification, e.g., one that in.cludes relatively few exogenous variables, or 

a particular cross-section yea~. For example, Ehrlich (1973) an.d others ,in 

their an.alyses of 1960 data obtained statistically significant an.d n.egative 

estimates for the coefficients of variables measurin.g the risk an.d sever~ty of 

imprisonment. Using the same mod.el specification, we have obtained similar 

results with 1970 data; but when. the specification is altered to include 

plausible exogenous variables, ~he estimated crime prevention effect is much 

weaker. Hence,. we have reached .. ~ different con.clusion than Ehrlich an.d others 

about the effect of imprison.m~~t because we have employed a different and more 

appropriate specification/of crime equations, and not be,-,,,,,use conditions have 

chang~d so that a crime prevention effect that was present and observed in 

1960 was n.ot presen.t'an.d could not be observed in 1970. 

, 
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Although crime rates appear to be little affected. by sanction levels, they 

They are r~lated to a number of exogenous certainly are not random phenomena. 

bl ~loreover, these latter variables account ecoIlocic and demographic varia ea. 1', 

for a major share of observed variation in crime rates. In particular, xising 

1 of the 1970-77 average increase in unemployment accounts for about 1 percent 

burglary rates and about 14 percent of the average increase in larceny rates. 

h positive and significant coefficients With respect to public policy, t e 

I and larceny equations suggest" that for the unemployment rate in the burg ary 

bl t t t control those crimes by reducing we might as reasona y a temp 0 

, h risk and severity of criminal sanctions. unemploy~ent as by increasing t e 

I 
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FOOTNOTES 

1For a summary of the methods and findings of many previous studies, see 
Blumstein (1978), pp. 30-47 and pp. 95-139. For a critique of Blumstein, see 
Ehrlich and Mark (1977). 

2Blumstein (1978) deals with this question in great detail. The 
conclusion of the Panel on Research on Deterrent and Incapacitative Effects 
with respect to analyses of natural variaton in non-capital sanctions is that 
"The major challenge for future research is to estimate the magnitude of the 
effects of different sanctions on various crime types, an issue on which none 
of the evidence available thus far provides very useful guidance. Blumstein 
(1978: 7)." . 

3We do not present a th~ory of crime that leads to this equation because 
such theories are amply developed elsewhere. See, for example, Becker (1968) 
and Ehrlich (1973)~ These theories focus on deterrence, which is the 
"inhibiting effects of sanctions on the criminal activities of people other 
than the sanctioned offender [Blumstein (1978: 3)]." However, sanctions may 
influence crime rates through mechanisms other than deterrence. As a society 
applies sanctions against particular activities, it defines behavioral norms 
for its members; it signals that particular activities are wrong or 
antisocial. This influence is often labelled the educational effect of 
criminal sanctions. Also, impris9nment tends to reduce crime rates by 
incapacitating and rehabilitating offenders. But it has the opposite effect 
if it reduces legitimate opportunities of released offenders and adds to their 
criminal skills and contacts. The sum of all of these effects is the crime 
prevention or crime control effect of sanctions. While most empirical studies 
claim to estimate the deterrent effect of sanctions, they in fact estimate the 
crime prevention effect •. For fuller discussion of the mechanisms by which 
sanctions may affect crime rates, see Cook (1977), Blumstein (1978), and Brier 
and Fienberg (1980). 

~!he~umber of FBI index crimes can be used to measu::e CT
j 
t. E. t can be 

meas\~red_.:gy>total police protection expenditures and pohce protection 
employment and payrolls. These are the expenditure and employment concepts 
used bY .. the Bureau of Census and the National Criminal Justice Information and 
Statist-its Services iIi their publications; see U.S. Dept. of Commerce, Bureau 
of Census, Expe~~~re and Employment Data for the Criminal Justice System, 
1976, GSS no. 85, Sb-EE no. 11, January 1978. There 'is no obviously best way 
to measure Ejt but the choice is not critical because available measures are 
highly correl.ated. '\ 

Sanction levels may of course depend on the character and use of criminal 
justice resources as well as their aggregate dollar value. Unfortunately, 
detailed data on resource use are not available on a systematic basis. For 
further discussion of how observed sanction levels may be in!huenced by crime 
rates and criminal justice system resource use, see Blumstein (1978: 30-35) 
and Vandaele (1978: 327-29 and /346-51). 

5Statis~~iCS reflecting s,anction risks and severity are published with sr.fme 
delay and no't in a form that is typically available to potential offenders. 
Indeed, imprisonment probabilities are not published as su~h. Data required 
to calculate the probabilities, as well as data on time se~\1';~d, have ,~,~t been 

1\ 
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published since 1970, and then only for 33 states. Data on clearance rates 
are not published except in the form of national averages. Thus, it is not 
plausible that potential offenders base their decisions directly on published 
sanction data. Instead, they must rely on unofficial sources that provide 
piece~eal information about sanctions. They must form expectations about 
arrest and imprisonment probabilities and about sentences on the basis of 
their own experience (if they are offenders), the experience of offenders whom 
they know, newspaper and word-of-mouth accounts of the arrest, imprisonment, 
and sentencing of persons charged with crimes in their community, etc. In 
doing so, they may only gradually modify their subjective or pe:ceived 
sanction levels in response td current information. This adapt~ve response is 
a plausible form of behavior when the new information being used to revise 
perceived sanction levels is of uncertain accuracy. With sufficient time to 
make observations, individuals' perceived sanction levels may, but need not, 
approach actual levels. Fisher and Nagin express a similar view in Blumstein 
(1978: 388). 

Although we are arguing that perceived sanction levels adjust to actual 
levels with a lag, models that allow for immediate adjustment are estimated 
and compared to those that assume a lag. Whether crime rates of a particular 
period are influenced by sanction levels of that p~riod may of course depend 
on the length of the period. The likelihood that crime rates will be 
influenced by same-period sanction levels increases as the period of 
observation lengthens, e.g., from one month to one year to one decade. 

6The term identification as used here refers to over-identification as 
well as exact identification. To achieve identification, previous studies 
have tried to justify the exclusion of particular variables from Xt • Whether 
these exclusions are in fact justified is a central issue in the debate about 
how the results of those studies are to be interpreted. Also, when the 
excluded variables are predetermined rather than exogenous, there is a problem 
of obtaining consistent estimates if the equation error is serially 
corre,lated, which is likely. For more discussion of both of these points see 
Fisher and Nagin in Blumstein (1978: 361-.399). 

7Blumstein (1978) and other critiques of econometric studies of deterrence 
have made this point. Ehrlich and Mark (1977) argue that although P and U may 
be jointly determined there is no reason to presume a negative bias in 
estimates of deterrent effects. 

8From equations 2 and 3, we see that P
t
- e depends on Ct _e which in turn 

depends on Ut_e. Thus, P
t
- e is correlated with Ut if Ut and Ut _e are 

correlate'S. This serial correlation is the correlation of the error for a 
particular state in a particular year with the error for that same state in 
previous years. 

9The error term in equation 3 includes the effects of omitted determinants 
of actual and reported crime rates, as well as ·random influences. Among the 
omitted factors may be: law enforcement institutions and pra(!tices that, 
influence the reporting and classification of crimes and arrests; population 
characteristics (attitudes, traditions, religious and ethical beliefs, the 
proportion of the population with criminal expet"ience) that influence the 
manner in which ind~viduals behave in given circumstances; private self-

., 
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protection measures taken by individuals to reduce the likelihood of 
Victimization; and unmeasured dimensions of the economic and social 
environment that condition potential offenders' decisions. Many of these 
omitted influences are likely to change gradually, if at all, from one year to 
the next. For eio':ample, the characteristics of a state's population change 
gradually; adverse economic conditions 1118Y persist for years within particular 
states or metropolitan areas; etc. To ~he extent that these omitted and 
temporally stable influneces vary among states, the errors for each state will 
be serially (temporally) correlated. To the extent that the omitted 
influences are the same for all states, they are simply included in the 
intercept term, aO. See Blumstein (1978: 127-129; 382-385) for further 
diSCUSSion of why serial corr~lation may arise. 

lOFor desct·I.ption and evaluation of this technique as applied in models of 
the sort estimated in ths study, see Malinvaud (1966: 471-472; 604-607) and 
the references cited therein. 

11See Kmenta (1971: 307-322) for disucssion of the estimation problems 
and procedures for models with both errors in variables and errors in 
equation. 

12For a discussion of the application of .SUR to multiple cross sections 
see Smith and Fibiger (1972); for discussion of the technique see Kmenta 
(1971: 517ff) and Ze),lner (1962). 

13Crime equations were also estimated fr.om ~anel data for 66 large 
Standard Metropolitan Statistical Areas. Similar results were obtained from 
the state and 8MSA data; in the interest of brevity, only the equations 
estimated f~om state data are presented in the follOWing section. 

14In this and subsequent discussion, a coefficient is termed statistically 
significant at the five percent level if the ratio of the coefficient to its 
standard error exceeds the critical value of t for the appropriate degrees of 
freedom at the .05 confidence level. For example, the degrees of freedom for 
equation 3 estimated for individual cross-section years is 38. The critical 
value of t for 38 degLees of freedom and the .05 confidence level is 
apprOximately 2.03; hence, a coefficient in equation 3 is termed statistically 
signiz~cant at the five percent level if it is at least 2.03 times as large as 
its standard error.. Other significance levels, one percent and ten percent, 
are similarly defined. when a significance level is not explicitly stated, it 
will be understood to be the five percent level. 

This procedure for determining statistical significance is not exactly 
correct when the coefficients are estimated by 28L8 or by 28L8 in combination 
with 8UR. In these Gases, the ratio of a coef,ficient to its standard error 
does not have the presumed t distribution. However, there is evldence that 
the t distribution can serve as a tolerable approximation of the true 
distribution; see Kmenta (1971: 584-585). Note also that the true 
distribution is asymptotically normal; thus, the test statistics may be fairly 
accurate for the pooled data cases, which consist of 300 and more 
observiitions. 

15The serial correlation of Pt is fairly high. For burglary, the 

correlations of Pt with Pt-l, Pt-2, Pt-3, and Pt-4 average .81, .75, .69, 
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and .69, respectively, calculated for the 48 contiguous states and the peri on 
1968-77. Correlations for larceny and robbery are similar. 

16Equation i allows only for first order serial correlation. Equations 
that allow for higher order correlation were not estimated because the 
resulting set of regressors is large and highly collinear. Also, the 
estimated residuals for equation 5 show little evidence of serial correlation. 

17For example, when only three exogenous variables (INC~ POV, and NW) are 
included in the equations, tests corresponding to those reported in Tables 2 
and 3 support rejection of the hypothesis that clearari.ce rate coefficients are 
zero. HowevE.\r, the concll.',i.on to be drawn from these tests is not that 
clearance rates have a statistically significant effect on crime rates. 
Instead, it is that by inadequately controlling for the influence of other 
factors on crime rates (by omitting relevant exogenous variables), the 
estimated crime prevention effects of arrest can be increased. 

18From 1968-1977, clearance rates averaged about .2, .19, and .35 for 
burglary, larceny, and robbery, respectively, while imprisonment probabilities 
for the same crimes averaged .011, .006, and .066 in 1970, the most recent 
year for which these data are available. While arrest typically d9~:; not lead 
to imprisonment, it does entail significant costs for those arreste!.d. 
Aggregate data from the .uniform Crime Reports 1977, Table 56, p. 218, show 
that the proportion of those arrested who were charged with a crime (held for 
prosecution) was high -- .93, .90, and .94 for burglary, larceny, and robbery, 
respectively. Of those charged with burglary only 9 percent were acquited or 
dismissed; the percentaries of acquitals and disntissals for larceny and robbery 
were 11 and 17, respectively. 

19 ' The equations of Table 6 were estimated under the restrictioa that the 
coefficients of the clearance rate and the environmental variables are stable 
over the 6 year period. This restriction is not significant in the case of 
burglary{ that is, the hypothesis that these coefficients are stable over the 
1972-;77 period cannot be rejected at the 5 percent level. Although this 
hYPof,hes}.s can be rejected in the cases of robbery and larceny, relaxing the 
restriction of coefficient stability does not alter our conclusions about how 
clearance rates and the environmental variables affect crime rates. The 
direction and averag~ magnitudes of the effects of these variables are as 
presented in Table 6. 

20In pardtcular. the coefficients of the exogenous variables in equations 
with 8=0 and K=1 are virtually the same as those reported in Table 6. Of 
course, this Similarity is to be expected if little of the variation in crime 
rates is linked to clearance rate variation, as is the case. 

21 Factor analysis shQws, that 93 percent of the variation in INC, POV, NW, 
and PAR can be represented by two factors: one that is highly correlated with 
INC and POV (co~relation coefficients of -.99 and .80), and one that is highly 
correlated (.95 and .56) with NW and PAR. Factor analysis also shows tha the 
other exogenous variables (DPOP, UN, URn, and EDH) are relatively independent 
in that each is highly correlated with a factor that is only weakly correlated 
with the other 7 exogenous variables. 

22See Long and Witte (1980) for a thorough review of previous findings 
regard~ng the relationship between economic conditions and crime. 
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23 
The elasticities of UN in equation 5 are similar in magnitude and 

pattern to those for equation 3 in Table 6. 

24Since these comments are based on equations that do not include measures 
of the risk and severity of imprisonment, the question arises whether 
diminished application of the imprisonment sanction caused some of the 1970-77 
increase in crime rates. An unequivocal answer to this question is difficult 
because estimates of imprisonment probabill.ty and time served for individual 
crime categories are not available for yea.r;$ after 1970. But we do have 
information about the overall use of the imprisonment sanction. The prison 
population has grown slightly more rapidly than the number of crimes, implying 
a slight increase in the average time served per reported offense (from 8.7 
days in 1970 to 9.5 days in 1977). Thus, the costs imposed on offenders by 
imprisonment, as measured by time served, clearly have not diminished in any 
oV'L~rall or average sense. Of course, this fact: does not rule out a decline ill 
the average imprisonment costs imposed on those com.m:f.tting the crimes under 
study (burglarly, larceny, and robbery). However, since burglary, larceny, 
and robbery account for a large and stable share, 85 percent, of total index 
crimes, it seems unlikely that the average time served per reported crime 
would have increased slightly (as it did) if there had been a significant 
decrease in the average time served per burglary, larceny, or robbery. And, 
it seems reasonable that the 1970-77 increases in these crime rates were not 
to any significant degree a reflection of weaker imprisonment sanctions. 
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