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tablished in l'farch, 197(, and l)(>gan operation \·;ith a $i:O,L4'"i.OO ~r;mt [ro!!l 

the Law Enforcernont Assistnncl" t;lmini f:tratioil (LF/\i\), R0gi()n IV. 

CCAT is housed within tl!£: C>:imil1a:i .Tllsticf' I'r •. JgV;Jrr: (If The l'niv~rsit\" 

of TennCSBee at Chattanooga (:iTt:). UTC i~ a m,l:i,'l' l',ll!lpUS of the Univer-

sity of Tenness(~e whoHe ~;tate-tndL' s:;:3ten consists Of (ive p:dmary cam­

puses. UTe's urban campus Is },:C;Ii::r.:;1 in d(1,'mtnwn Ch;;tU;lH'oga and serves 

over 6000 students. The over-al! faCUILj numbers art)und ';;00, \d11lE' the 

(~riminal justice faeulty ml!llbi;>l'~~ 5 [u11-thHC! [11;,1 s0veral pact-tir.lc 

memb£;!rs. 

the undergraduate '~riminal justice progxam hd'·; o'V'er 250 majors. Ii 

net.; master's program in criminal just.ice will be initiated in Fall, 1977. 

The criminal iUHti~e progrnm is not only invoJveJ with teaching and re­

",earch, but also wit.h the pracLi.cal aspects of hnv] the criminal jllstiee 

system rehd:es to the COnlil".lIl'lt:v as a ,vhnle. Witliin the criminal justice 

ptogram, (;eAT forms a 1 ink :)et"IH.'n the teaching aspects of the pro6ram 

and the practi.cal prohlems i.nvolved in doing research in the "real world." 

The desire that the activities of the classroom he supplemented with an 

understanding of the real problems of r('sQareh has assisted some students 

in learning planning, evaluatjon, statistics and methodology. Closely 

related to the teaching and research functions of the pr\)gram, CeAT pro­

vides a vehicle for public service in the areas of research and training 

related to crime. 
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The technic;} 1 ass istan('e~': grant Bvmrded CCAT provided an opportun:i ty 

to fulfill uni.vt:rsity publi,: servIce oojectives ""hile at the same time 

meeting a need percrHved among the eight statE' planning :lgenci(;'s (SPA) of 

LEAA Region IV - Alabama, Flotida ~ Georgia. Kpntuc!cy. Hbs issippi, Nort!l 

Carolina, SQuth ~arolina, and Ten~essep. 

Each year since 1~68 thQ SPA'~ have undertak~n tt,€? development of 

comprehensive plans for the reduction emd/or c(lPtrol of (:rime :in their 

respective statc'!:'>. Crime Analysis (CA) bas gener;:! 11v been veiwed ;~s a 

major component of the ratLonal criminal justi(;(' planning model advocated 

both by Congress and LEAA. The LEAA N4100.lE plmming gUidelines definp 

CA as "An analYHis of the scope~ nature and trends in crime in the state 

and it's subdivision in suffid8nt detail so that thE: analysis provides 

the data base for rational planning." \.-Jith thJs in mind, the eCAT pr0ject 

was designed to assist the states in preparing and 1:mbrnitting accE'ptable 

crime analysis portions of their plans. 

*Technical assistance is the providing of professional opinion and 
knowledge within a particular field. Within the parameters of this pro­
ject technical assistance refers specifically to provision of professipnal 
opinion and knowledge to the field of crime analysis. (defined on page 4 
of this report) 
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PROJECT OBJECTIVES 

The primary objective of the grant was lito increase the capacity of 

State Planning Agencies (SPAs) to be responsive to the new Law Enforce-

ment Assistance Administration (LEAA) crime analysis guidelines as set 

forth in M4100.1E for the 1977 planning effort."~: 

Other objectives of the grant were tQ provide technical assistance 

to SPA personnel in the following ,.;rays: 

1. ~echnology for building analytical capabilities (software); 

2. tools for crime analysis (statistical techniques); and 

3. tec:l-tniques for applying the above to a body of knowledge in n 

manner that sufficiently meets the LEAA Comprehensive Planning 

guideline criteria. 

The technical assistance (TA) called for in the project was of two 

types: proactive and reactive. It was proactive in that certain funda-

mentals of crime analysis were categorized and a training curricula was 

designed and subsequently delivered in the form of a workshop in order to 

provide a foundation in CA before the remainder of the technical assis-

tance was delivered. The fund<:,mentals covered included: 

1. Data sources - what sources ere available, key data elements, 

developing additional data sources 

2. Analytical techniques - useful statistical tools, review of 

underlying theory, computerized application of statistical 

tools. These techniques were generally geared toward building 

competency in the areas of regression, correlation, time series, 

significance, etc. 

*See appendix A [or a summary of the data elements and analysis 
required and s~,ggested in the M4100 .1E guidelines. 
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3. Presentation of data - types of illustrations and choosing the 

most effective method of communicating data findings 

The reactive portion of TA was designed to provide the states with 

professional opinions and advice from CCAT on a consultati.ve basis in the 

following areas: 

1. Selection of crimin'''jf:nic data var1ah1 es, 

2. Methodological designs for data gathering, 

3. Statistical manipulation of data, 

4. Apprupriate display of Jata f:i ndings) 

5. Interpretation of Jata analysis, and 

6. Integration of CA intu the p] aIming prucess. 

Within the grant application each state was allocated four days of on-site 

techni:al assistance provided on an as-needed basis, with each state re­

questing assistance that fits their partLcular needs. 

Another COTI!pOI1E"nt of the project involved the development anc./or mo­

dification of software packages for the SPA's using computers for analysis. 

This was to be delivered~ again, on an as-requested basis. The SPA's were 

advised of this service, though none of thew used it 0 CCAT did) ho'vL'ver, 

suggest software packages already in e~:istanc(') and workshop participants 

were exposed to one of the packages as part of the workshop curricula. 

The evaluation provisions of the grant called for a pre-post test 

on matE-'rials presented in the \vorkshop and a comparison of SPA comprehen­

sive plans submitted in 1976 with those submitted in 1977 to determine the 

extent of change with regard to CA. The final report was to include this 

evaluation as well as eCAT recomnlendations regarding future TA implications. 
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shop which toms held un th ... llTl ,'amrm; on April ?P-30, i97f-,. A detailed 

The Crime Analysi s Nt",,,! ,otee}:" ~,l,:; u:ldertaken hy CCAT in October, 

rrnterials to ;;ad:. r:tacc dr: a 'jliiiftc':ly basis ," n1Jrill~~ the grant period, 

*111 pi'eparing for th(~ l:JOrkshop, rCA']' recogniu~d tnat the ehange in 
tlw tICR definition of larct'ny in 1973 \o!ns 1iab1" to cadSe serious pro­
;)If.~ms with regard to 1 Y7i' crill,e ,mi1Jys •. ~s. 'fht~ Part I UCR definition 
changed from defining larceny as an offense involving theft of money or 
artidc':'1 above $50 in value to inclusion of all lareenies as Part I of­
fl?nsl·s. [t t'.'3S recl'l{'n:r.ed t'llat~ if cri.me clrialyst'c \"f.~re conducted without 
adjusting the dat.a to account for tile change in definition, then the in­
creases in the ratl's of larceny ~lOuld be precipitous and misleading. In 
an attempt to forestall this problem, eGAT requested that FBI re-run Part 
I nff{>!lse data from 1968 through 1974 hy state and county utilizing the 
new larceny definition. They were also requested to provide a report on 
non-reporting agencies and clearances made by arrest by race and age of 
offender for Part I and Part II offenses. The ensuing reports were pro­
vided and then mailed to each SPA in early May, 1977. In all cases, ex­
cept Kentucky, the re-runs were for 1968-1973. Kentucky ((ata were avail­
able through 197 if. 
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two issues vJet'1:! dfclleloped and tUstr:i.butecl to an audience of appro:gjmatt~ly 

250 including previous Horkc.;hop participaIlt t', each SPA di rector in the USA 

and territories~ all LEAA reg:iollal offices and other interested parties. 

Copies of the nevTslettcrs published under thp g:rant are included as Ap­

pendix C of this documen.t. As CCln be seen upon exantination of the news-­

letter, its thrust is to provid", i.nfOrmtition on drita elements related to 

crime analysis? C01Hi"dent,rry on current andyscs an.d techniques, introduction 

to the various analysts in Region IV, bibliographic references to current 

lite's:at1.lre related to CA., and other pertinent materials. Since its devel-

0p1llent~ CCAT has had numerous individual requests to be put on the netvS­

Jetter maiHng list. 

Othel' CCAT technic""l assistance activities are summarized in Figure 

1. 'l11is illustration breaks down technical assistance requests and CCAT 

activities by state in LEAA Region IV. With two exceptions, all requests 

for techn:tcal etss1.stance ",ere honored. Due to prior TA commitments ~ ceAT 

did not have a sufficient aTIouot of time in one instance to be able to 

deliver t:1:i11ely tr21init"g on preparing problem statements; and in the other 

ca8e~ the request fell beyond both the resources and the intent of the 

grant • 

... 
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FIGURE 1 

Summary of Techni~al Assistance Requests and Related eCAT Activities 
in LEAA Region IV - 3/1976 - 6/1977 
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Review of previous analyses to indicate areas needing imj2rovement 
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Preparing computer coding for data input , 

Data Input for computer analysis 

Software selection for data analysis X 

Teaching various types of statistical computation 

Selection of statistical techniques for use in analysis X 
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Review and comment upon draft crime analysis X X X X 

Integration of CA into remainder of the com~rehensive plan(s) X X X X X - . 
Selection of Illustrative techniques for crime analysis X X X X X 

Construction of crime analysis illustration X X X X 

Providing bibliographic citations relation to CA (in addition to newsletter) X X X X X X X 

Providing article reprints relevant to CA X X X X X X X 

Recommendations for crime analysis consultants X X 

Interpreting data X X X X X 

Suggesting approaches to resolve data pX0hlems X X X X X 

Facilitating communi~ations among analysts doing similar analyses X X X X X X 

Request to do entire crime analysis* X 

Meeting with local planners to discuss crime analysis X 

Evaluation design suggestions X X X 
I 

Critique of evaluation designs X 

Review of system performance analysis methodoJ..~gies X X X X X 

Problem statement development training • ** X X 

Development of measurable objectives X 

Review of draft segments of comprehensive ~lan other than CA X 

CA implica ti()ll~~l'rO g'}:"am _c!evtl()pment .____ __ _ ___ ____________ ________ X X X X 

*This request was beyond the purview of the TA grant. CCAT had neither the financial nor the personnel 
resources to respond. 

**This request was not met due to an insufficient amount of lead time to prepare a training segment 
dealing with development of problem statements. 

. , 

(Xl 
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CONTENT ANALYSIS 

The evaluation requirements, as anticipated originally under the 

project, involved a pre/post-test of the workshop (as mentioned earlier) 

and a comparative content analysis of the crime analysis portions of the 

plans. This analysis was to involve using LEAA Regional Office check-

lists for the years 1976 and 1977. After reviewing the checklists, how-

ever, it became evident that the change between the 1976 and 1977 guide-

lines left an insufficient number of comparable data points bet,yeen the 

checklists for analysis. 

Therefore, a manifest content analysis* (hereinafter referred to as 

content analysis or analysis) was conducted. Changes between the 1976 

and 1977 crime analysis portions of the plans reported below, however, 

cannot generally be attributed to GGAT intervention. This was due pri-

marily to the timing of the grant award with regard to the planning cycle. 

Though the grant "tyas planned to begin in January~ 1976, the actual award 

of the grant to the workshop, approximately six weeks elapsed during which 

time formal curricula were developed, SPAs notified of GGAT services, and 

other general grant activities (e.g. hiring of staff, setting up accnunts, 

etc.) were begun. 

The initial point of contact with SPA personnel was during the week 

of April 26, 1977 at the workshop. Since the state's comprehensive plans 

were scheduled for submiasion to LEAA at the end of June, 1976, the crime 

analyses were close to completion in many of the states. In several in-

*Manffest content analysis means assessing whether or not certain 
factors were present in the crime analyses. 



10 

stances (e.g. AlaoalIl:l), tIlt: person(s) responsiolp for the crime analysis 

remained in their states to complete their work instead ('if attending the 

workshop. 

Bearing this in mind, it should not be difficult to see that the 

actual impact of this first component of TA (workshop) was apt to be less 

than had been anticipated. Followup on-site technical assistance w'as 

available immediately following the workshop. In this period, prior to 

the actual submission of the 1977 plans, only three states (Alabama, North 

Carolina, and Ten<1essee) requested and subsequently received on-site 

assistancl:'. 

As a result of the above, the primary focus of the content analysis 

became the distillation of problem areas. This analysis provided eGAT 

staff with an over-all indication of the areas uf common deficipIlCY that 

could he most appropriately addressed in future workshops and in the de­

livery of subsequent on-site technical assistance. 

An observation made during the analysis process ",as that the com­

prehensive plans, beyond some ill-defined optimum, were gene.rally too 

long. As can be. seen in Figure 2, between the years 1976 and 1977, plans 

ranged in length from 565 to 3265 pages. The plans averaged 1627 pages 

in length in 1976 and 1894 pages in 1977. 

:e: Ix 

.' 

." 
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FIGURE 2 

Length of State Comprehensive Plans in LEAA 
Region IV for the years 1976 and 1977* 

State 1976 1977 

Alabama 2095 1850 

Florida 3133 2530 

Georgia 1158 1573 

Kentucky 2378 3265 

Mississippi 1104 601 

North Carolina 1827 2811 

South Carolina 758 1189 

Tennessee 565 1335 

AVERAGE LENGTH 1627 1894 

*SOURCE: State Comprehensive Plans for 1976 and 1977. 

The particular focus of CCAT staff's content analysis was the crime 

analysis portions of the plans. The M4100.1E guidelines specified cer-

tain data elements (see Appendix A) that were required and suggested to 

be included in the analyses. Correlational analysis was suggested, while 

"straight line projection" for crime rate per population for "total crimes, 

person crimes and property crimes" (M4I00 .IE, par, 52 c (a), p. 68) \'7as 

required. Since the states were charged with conducting specific types of 

statistical analysis, one of the areas that received close attention in the 

content analysis was that of the types of statistical manipulations conducted. 

Figure 3 contains a comparative summary of the types of statistical 

analysis utilized in by Region IV states. One of the categories for 
," 

" 
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summarization included whether or not the states used a computer for 

analysis. The CeAT staff are of the opinion that the magnitude of the 

analyses required and suggested under the guidelines necessitated the 

use of a computer. 

The second area of comparison in Figure 3 regards the statistical 

techniques used for analysis. Regression, time series and projection 

(and varieties of these) are all means by which states might arrive at 

compliance with Chapter 3, par. 52 c (a) of the guidelines while pro­

viding potentially valuable information for planning purposes. Corre­

lations are suggested by the gUidelines in paragraph 52 d. The charge 

that IIpl ans must contain a thorough, complete, total and integrated 

[CCAT emphasis] analysis of crime and the problems it causes the public 

and governmental agencies throughout the State" (M4100.1E, par. 52, p. 66), 

however, requires correlational analysis. The types of correlation useful 

are numerous~ though the most frequently used were Spearman's Rho and 

Pearson's Product Moment correlations. 

The mean and median, noted in Figure 3, are techniques for summar­

izing an array of data by providing an average. In the majority of in­

stances, when summarizing crime data, the median average conveys a more 

realistic picture of the actual situation, as it is not as influenced by 

extremes. 

Finally, Figure 3 illustrates whether or not the various states 

noted the limitations of statistical inference based on the data and/or 

statistics they used. It is ac~epted research practice to discuss data 

and analysis limitations in order to call attention to the fact that the 

analys:in mayor may not provide sufficient evidence (statistically speaking) 

.-

." 
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to reach sound conclusions. In dealing with a phenomenon as inticate 

and multi-faceted as crime, ~CAT staff felt that such a discussion was 

essential. 

Illustrated in ~igure 3, the state having the greatest degree of 

change between 1976 and 1977 in the number of statistical analysis fac-

tors used was Alabama. Georgia shows the second greatest degree of 

chan~e while Mississip~i and Tennessee changed the least. In the 1977 

CA, six of the eight states in the region discussed (in some fashion) 

the limitations of stati~lical inference based on the data and/or sta-

tistics used. In view of noted weaknesses of existant crime data*, it 

is important that the states called it to the attention of their plan 

reading audiences. Five of the eight states engaged in correlational 

analysis. All states used perrentages and rates while only half the 

states used median averages in 1977, 

In 1976, only Tennessee used any IIOther Statistical Tests," iV"hile 

in 1977 four more states added to their statistical repertoire (e.g. 

factor analyses, canonical variable analysis). 

Comparative tools used for statistical analysis illustrated in 

Figure 3, while the tools for displaying the analysis are examined in 

Figure 4. A mark in the category "Tables and charts appropriately 

*Thorough discussions of the limitations of U.C.R. data are found 
in the following works: Bell, Daniel. The Coming of Post Industrial 
Societ~: A Venture in Social Forecasting. N.Y.: Basic Books, 1973, p. 7. 
Hindilang, M. J. "The Uniform Crime Reports Revisited" Journal of Criminal 
J,ustice$ Spring, 1974, pp. 1-17. Maltz, Donald D. t;Crime Statistics: A 
Historical Perspective", Crime and Delinquency, Jan., 1977, Vol. 23, No.1, 
pp. 32-40. Nettler, Gwynn. Explaining Crime. N.Y.: McGraw Hill, 1974. 
Price, S.E. "A Test of the Accuracy of Crime Statistics," Social Problems, 
Fall, 1966, pp. 214-221 . 



FIGURE 3 

A Summary of the Crime Analysis Statistical Factor& in the Comprehensive Plans 
of the States in LEAA Region IV - 1976/1977 
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Statistical Factors * 

Com uter Used for Statistical Com utations 
Statistical Techniques Used: 

l. Re ression 

2. Time Series 

3. Pro "ection 

4. Correlation 

5. Percenta es and Rates 

6. Mean 

7. Median 

8. Other statistical tests 
Contains a discussion of the limitations of statistical 
inference based on the data and/or statistics used 
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constructed ll means that 75% or more of the illustrations used by the 

state in either 1976 or 1977 were correctly prepared. This was deter­

mined by analyzing each illustration!s form and tallying them as correct 

or incorrect. 

CCAT staff are of the opinion that appropriate illustration of data 

presented conveys more impact than mere narration. That is, all the ele­

ments necessary for understanding the illustration must be present. Em­

ploying a variety of correctly constructed illustration techniques, then, 

holds the reader's attention longer. 

The remainder of the categories in Figure 4 catalog the types of 

illustrative techniques used by the states. Frequency polygons are line 

graphs; bar histograms, bar graphs; pictographs, pictures representing 

works or ideas on a single axis; and circle graphs, are more commonly 

referred to as pie charts. The category "Other forms of illustration" 

include triangle graphs. maps, picture illustrations, etc .. 

Summarizing Figure 4, three of the eight states appropriately con­

structed their figures and tables in their 1977 crime analy.::es. The most 

frequent errors encountered in the construction of illustrations were: 

unlabeled axes (vertical and horizontal bounds); units on axes not iden­

tified; insufficient or no titles on illustrations; and data sources not 

identified, Since illustrations are often lifted from the context of 

the document they are contained in and used for other media purposes, 

each illustration should contain a sufficient amount of information to 

enable the viewer to understand it without the textual narration . 
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FIGURE 4 

A Summary of Crime Analysis Illustrations in the Comprehensive Plans 
of the States in LEAA Region IV - 1976/1977 

Crime Analysis Illustrations* 

Tables and Charts/Figures Free from 
Computational Error 

Tables and Fi Constructed 
Illustration 

2. Fre ons 

3. Bar Histograms 

4. Pictographs 

5. Circle graphs 

6. Other Forms of Illustration 

*An x indicates that the Illustration consideration 
on the left was present in the 1976/1977 crime analysis. 
A blank indicates that the point under consideration was 
not present. 
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In 1977, Florida used the largest variety of CA illustrations (at 

least 5 different types), while Mississippi and North Carolina used the 

least. In most cases the 1976 and 1977 crime analyses were replete with 

tables, while fewer other types of illustration were used. One of the 

ways the crime analyses could have been shortened would have been more 

reliance upon illustration as a means of summary. 

Figure 5 comparati.vely illustrates five categories that the CCAT 

staff considered important in crime analysis development. Considering 

the plethora of socio-economic-demographic data available to the states, 

selection of variables should relate to some particular rationale. As 

Alabama stated in their 1977 analysis~ 

" •••. a decision as to what demographic variables to use had to 

be made. The criminal justice area, particularly where crime 

is concerned, has potential of working a conscientious statis­

tician to exhaustion. For every piece of crime data available, 

there are virtually an infinite number of demographic variables •..• " 

Selection of variables, relates .. to a number of factors: how old the data 

is, the potential of the data to explain part of the crime phenomena 

under consideration, etc. A discussion of the rationale for choice of 

variables, is the first category on Figure 5, was considered important, 

Another important crime analysis factor found in Figure 5 is the 

written explanation methodology employed to analyze crime. Each state 

conducts its own analysis in particular ways. Being able to answer any 

potential questions as to how the analyses were conducted, the procedures 

used, the significance levels sought, etc. is accepted practice in research. 
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Explal.lations contained within the documents forestall misperceptions as 

to how the final products were derived. 

In the area of crime analysis, it is particularly useful to cite 

relevant literature. Citations may be used to: point out concurrence 

of other studies with the analysis findings; fill in data gaps; point 

out factors considered important but where available data were not avail­

able to test; and to indicate th~t the analysts have appropriately pre­

pared themselves by being familiar with literature in the field. Thus, 

the third category on Figure 5 indicates whether or not the various 

analyses cited relevant litof.rature. 

Provision of a narrative relevant to the formal analysis is necessary 

to communicate the important findings of the analysis. Insofar as narra­

tive is not provided or it is not relevant to the analysis, the reader of 

the analysis will be left to ~erret out significant points and interpret 

them for himself. Often, the reader will not go to this trouble, hence, 

the findings of the analysis are not communicated. 

The final category on Figure 5 relates to an explanation of the li­

mitations of the analysis. This is a necessary ingredient to assure that 

the persons reading the analysis will not infer what is not intended to 

be inferred. For instance, correlational analysis conducted between 

crime rate and number of families receiving Aid to Dependent Children 

might infer causality. Failure to explain the limitations of an analysis, 

particularly in the area of inference of causality, may lead to misunder­

standings that are easily circumvented. 

." 

" . 

. " 
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SUIDffillrizJng Figure· ), we find that only Al:Jbama !lnd Tcnn('s:;e(~ in­

cluded a rationale for their choice of socio-demographic-economic vari­

ables in 1977. In 1976, no analysis contained such a rationale. 

While only 3 states explained their CA methodologies in 1976, 7 

analyses (or supporting documentation thereof) contained methodological 

explanations in 1977. 

North Carolina and Tennessee cited related literature in 1976, while 

only Tennessee cited re.lated literature in 1977. Narrative relatec1 to 

the crime analysis was contained in 6 analyses in 1977. The limitations 

of analysis were cle~rly explained in 2 states in 1976, while in 1977, 6 

states explained limitations. 

If one goes on the assumption that addition of crime analysis factors 

between 1976 and 1977, as listed on Figure 5, indicates an improvement in 

the crime analysis, therl Alabama exhibited the greatest degree of improve­

ment (from a factors to 4 factors) in 1977. Tennessee closely follows with 

the addition of 3 new factors in 1977. 
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Figure 5 

A Summary of Crime Analysis Factors in the Comprehensive Plans 
of the States in LEAA Region IV - 1976/1977 

CRIME ANALYSIS FACTORS* 

Rationale for choice of socio-demographic -
Economic variables used 
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Observations and Suggestions 

The Center for Criminological Analysis and Training (eeAT) has now 

been operational for sixteen months. During this period, we have con­

firmed the opinion that technical assistance is a necessity for persons 

in operational agencies. If the on-site technical assistance role were 

extended to encompass other areas of planning and analysis, then it 

would meet a need, often expressed by operating agency personnel. For 

instance, eCAT has been called several times for on-site assistance with 

state and local planning and analysis problems (e.g. Memphis, Southwest 

Tennessee Development District, SPAs outside LEAA Region IV, and several 

local agencies in Florida), These requests have been beyond the finan­

cial and personnel resources of eeAT, and thus were declined. 

On-site technical assistance, as mentioned earlier in the report, 

is designed to be reactive to various crime analysis areas of concern. 

What we found during the on-site crime analysis TA visits was a great 

need for assistance in other planning and evaluation areas. Since we 

were readily available, considerable use was made of our services. We 

cannot stress enough the importance of a responsive technical assis­

tance component to enhance the analysis and planning effort. With the 

exception of a few instances, eeAT on-site visits could be scheduled at 

the convenience of the SPAs. Thus, when a difficult problem arose, it 

could be dealt with in a timely fashion. For whatever reason(s), SPAs 

have been reluctant to call for assistance in developmental stages of 

analysis and have called often only during a crisis. By being able to 

immediately respond to problems, we were also in a position to suggest 

ways of circumventing future problems. Often following a crisis oriented 
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on-site visit, we have been called upon again to deal with other developing 

concerns. These may be dealt with, in part, through training. However, 

one of the major benefits of being on-site is that one deals with a par­

ticular area that may be peculiar to a given state, geographic area, or 

political situation. More time is available to deal with specifics rather 

than generalities. 

A unique aspect of the CCAT project was that it offered crime 

analysis technical assistance, for the first time that was not attached 

to the regional office. Therefore, CCAT staff was placed in a neutral 

or non-threatening position vis-a-vis the SPA's. It appeared to us that, 

in some cases, the SPAs were less reluctant to admit their need for absis­

tance to an independent observer than to one (e.g. an LEAA technical spe­

cialist) who was in a position to place sanctions on their plan. Thus, 

CCAT was available to offer only suggestions, not sanctions. CCAT staff 

could offer interpretation of guidelines and means by which compliance 

might be achieved. Beyond that, we were in a position to advocate direc­

tions in which a crime analysis might logically be expanded, but without 

appearing as though we were adding another re~uirement (as do addition's 

to the guidelines). 

We have also found that technical assistance is particularly use­

ful to the new analyst/planner. Often analysis/planning positions are 

vacated before a replacement is hired. Thus there is a need for an on­

going training and technical assistance mechanism for new planners and 

analysts. This was demonstrated to us by the fact that between 35-60% 

of the people we worked with in the SPAs during the first year of the 
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grant are no longer employed by the same agencies. Agency turnover has 

left little room for continuity and building on established bases. 

There also appears to be a need for an orientation to research for 

non-analysts. We have observed that there seems to be little understanding 

among non-analysts of the problems related to sound analysis and research 

and the amount of time and money it demands. The non-analyst's view seems 

to be that once data is gathered, all that has to be done is to get it 

into a computer and press a button. The analysis, then, is perceived to 

be done by the machine; and the results yield valid and reliable informa­

tion. Interpretation, then, is a function of being able to read a print­

out. What this lack of understanding has led to is GGAT being called in 

on four separate technical assistance visits only to find that there were 

major communication problems between the analysts and planners that had 

to be ameliorated before any actual crime analysis TA could be delivered. 

Another area that needs to be dealt with is through training and on­

site assistance expanding the crime analyses so that emerging areas of 

concern in the criminal justice field are taken into consideration. One 

of the areas of concern that seems to be generally lack:tng is that of 

victimization, particularly with regard to the elderly. This concern, 

long discussed in the criminal justice field, emerged in the M4100.1F 

planning guidelines. Among the 1977 analyses, little mention was made 

of this (except Florida where extensive information was available via a 

component of a national survey done for the city of Miami}. A second 

area that seems to be emerging in the criminal justice field is that of 
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femn Le criminality. RecenL fltudies k have shmvD tlw dramatic incrt!!lse of 

female criminality, yet only one analysis (agaia Florida) contained any 

mention of this phenomena. 

If as the guidelines direct, crime analyses must form the backbone 

of the planning effort, then analyses lacking consideration of signifi-

cant areas do not provide a sufficient amount of background [or the de-

velopment of necessary ameliorative or control programs. eeAT has dealt 

with victimization and female criminality as topics, through TA; however, 

the analyses have yet to systematically deal with them. 

One area that could be greatly expanded in the SPA and other analysis 

efforts is that of sample surveying. There seems to be an extremely heavy 

reliance upon "whole universe" or total population data. Total population 

data is expensive and time consuming to collect, not to mention the ex-

pense involved in processing and analysis. Correctly designed sampling 

studies yeild information as valid as whole universe studies and are con-

siderably less expensive and time consuming. 

In terms of generating analyses useful for planning purposes, plan-

ners need to be able to identify particular areas where data is needed 

early in the planning cycle. By this means, analysts Wjtll oe aole to 

develop the data in a timely fashion. Often what we have observed is 

that by the t,ime an analysis is completed, planners have seen the necessity 

*For example, see Simon, Rita James, The Contemporary Woman and Crime. 
Rockville, MD: The National Institute of Mental Health, 1975. This docu­
ment contains a thorough discussion of many current studies regarding fe­
male criminality. 
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of additional data, but there has been insufficient time for its develop­

ment. Henc~, pLanners have often been frustrated by the lack of necessary 

data for program ~evelopment. eCAT staff have often dealt with this prob­

lem during the process of delivering on-site assistance. 

At the same time, analysts need to begin the analysis process much 

earlier in the planning cycle. This has been observed by the LEAA Regional 

Office; hence, the provision for a phased submission of comprehensive plans 

with the crime analysis being among the components scheduled for early 

submission. 

Within the 1, "lIm of comparative analysis among "similar" states, co­

operation among the states to avoid unnecessary duplication is called for. 

By bringing Region IV analysts tU6ether on a periodic basis to discuss 

their analy~es and research, many useful cooperative endeavors could be 

suggested, encouraged, and facilitated. The eCAT staff are of the opinion 

that much more analysis could be conducted at no increase in cost if the 

Region IV states were to pool their resources; particularly in the areas 

of programming, questionnaire development, survey procedure development, 

statiscical manipulations, etc. 

A final area of observation regards the support mechanism for the 

delivery of analysts and plc;.nners to the field of criminal justi.ce. To 

date, few institutions of higher learning have afforded educational op­

portunities for the preparation of criminal justice analysts and planners. 

Hence, agencies have generally resorted to hiring personnel with variety 

of educational backgrounds. This necessitates a great deal of "learning 

on the job" subsequent to employment. It also means that trai.ning courses 
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designed for criminal justice analysts and planners, of necessity, must 

often deal with materials more appropriate for a college or university 

course (e.g. theory, statistical manipulation, research methodology, 

etc.) Many of these topics require a substantial investment of time to 

produce a knowledgable student. When these materials are dealt with in 

the training format, the tr~atment is generally scant due to the con­

straints of having to cover the other training material as well. 

Bearing in mind the observations made previously, CCAT offers the 

following suggestions (not necessarily in any preferential order): 

1. All crime analyses might be contracted out to a single, 

regional analysis center. The savings from this approach 

would be substantial in that fewer personnel would need to 

be involved in crime analysis, one (or a few) set(s) of 

software for CA would be necessary, there would be uniformity 

and continuity in the crime analyses, as well as possioilities 

for cross-regional comparison's and analyses. 

2. SPAs might be encouraged to form a formal crime analysis 

consortium to pool personnel and/or financial resources. 

This might be coordinated through a regional university 

such as the University of Tennessee at Chattanooga. In 

this manner, new analysts entering the system would have 

an opportunity to work with more experienced analysts. 

Computer programs, methodologies, survey instruments, 

statistical formats, etc. could be shared. Common 

socio-demographic variables could be selected and an.alyzed 

in conjunction with crime, etc. An interesting fringe 
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benefit of this approach might well be the identification 

of i~terstate crime problems that could be addressed by 

two or more states in concert. This might also lead to 

viable suggestions with regard to guideline changes. In 

the long run, a considerable amount of money might be 

saved by this type of unified effort, not to mention the 

improved calibre of analysis that could be expected. 

3. Technical assistance might be expanded to include state, 

local, and regional analysts and planners. Since the need 

has been expressed, it appears only logical that this exten­

sion should occur. Also, the realm of technical·assistance 

of a project such as CCAT operates could be expanded. Often 

what is initially considered a crime analysis problem by the 

SPAs, is more specifically a planning and/or evaluation prob­

lem. Since analysis, planning and evaluation are part of a 

continuum~ it is difficult to relate technical assistance 

to a portion of the problem while leaving major areas unad­

dressed. Expansion of technical assistance would involve 

some e~pense in terms of grant funds, but it is felt that 

such an expansion would be cost-beneficial in terms of the 

planning product. 

4. A regional personnel exchange might provide experienced 

analysts/planners and opportunity to work with new per­

sonnel (as hired) in the various states. 

5. The basic course that appear to be needed by many planners/ 

analysts could be developed in a multi-media presentation 

and sent out to SPAs as new personnel were added. This 

--- --- ----_._-----
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could easily be connected to a college or university. 

An instructor could be supplied at intervals to assist 

with any problems that may have arisen in conjunction 

with the multi-media package, to do testing, etc. 

6. Colleges and universities, particularly in captials or 

major urban centers, might be encouraged to add basic 

courses to their curricula. The curricula might be 

developed by one university and supplied to any school 

upon request. This would serve the needs of planners 

and analysts, and those aspiring to the positions, of 

basic educational tools regarding criminal justice 

(e.g. theory, statistics, methodology, etc.). 

7. Training workshops could be provided more frequently 

on a larger variety of topics. Some consideration 

should be given to the development of training curricula 

on narrow topics related to crime analysis that are 

designed to be delivered on-site. 

8. A regional and/or national summer institute for planners 

and analysts might be provided to allow acquisition of 

basic skills. This might involve intensive, on-campus 

sessions of about six weeks offering graduate credit. 

GGAT has generally been working toward some of the suggestions 

contained above. nle Criminal Justice program has added new curricula 

in the area of analysis and planning. The workshop held by CGAT al­

lowed crime analysts perhaps their first opportunity to meet and share 

experiences with one another. Technical assistance has been delivered 

as requested to meet, often times, pressing analysis and planning 

problems. 

". 
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Overall, CCAT feels the services they have provided over the last 

year have been pertinent, useful and generally well received (if calls 

for additional service are any indication). We feel the need for crime 

analysis technical assistance (as well as planning and evaluation TA) 

is growing and will continue to grow. Though not necessarily attribut­

able to CCAT, W2 feel that the crime analyses produced in 1976 were 

generally better than those produced in 1977. Should this trend continue, 

Region IV could well lead the nation in producing quality crime analytical 

documents in 1978. 



APPENDIX A 

M4100.1E Data Elements and Analysis Required* 

1. State as a whole, each substate region and urban cities and 
counties more than 2500,000 population 

2. Total II reported offenses 

3. Total II reported arrests 

4. Total il reported offenses cleared by arrests 

5. Number of non-UCR reporting jurisdictions 

6. Summary of special surveys of crime or research completed in state 
or its subdivisions 

7. Yearly crime rate per population for total crimes, property crimes 
and person crimes 

8. Average proportion of increase or decrease per year and straight 
line projection fro subsequest year 

9. Population density and crime pattern for state, region and high 
crime areas, crime pattern per square mile, percentage of population 
living in incorporated municipalities (excluding villages) and 
analysis of population density and crime patterns 

10. Specific analyses 

A. Homicide, aggravated assault and street robberies by # of 
residents 

B. Rape of female residents over 12 years of age 
C. Commercial robberies and burglaries by # commercial businesses 
D. Residential burglary by # of residential units 
E. Auto thefts by # registered autos 
F. Larcenies by either amount of loss or total # of larcenies 

11. Assessment of ability to perform required crime analysis with an 
asseSSffient of needs in this area 

* Analysis to be conducted on data for the most cur-rent year available. 
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M4100.1E DATA ELEMENTS SUGGESTED BUT NOT REQUIRED 

l. Victimization survey offenses reported 

2. Total person crimes by: 

A. Victim characteristics 
B. Weapon used 
C. Injury/non-injury 
D. Monetary loss 
E. Suspect characteristics 
F. Location 
G. Time 

3. Property crimes by: 

A. Amount of loss 
B. Type of property stolen 
C. Recovery rate (proportion of loss recovered) 
D. Location 
E. Time 

4. Homicide and rape each by: 

A. Victim characteristics 
B. Weapon used 
C. Injury 
D. Monetary Loss 
E. Suspect characteristics 
F. Location 
G. Time 

5. Commercial robberies and burglaries, residential burglary, and 
auto theft each by: 

A. Amount of loss 
B. Type of property stolen 
C. Recovery rate 
D. Location 
E. Time 

6. Socio-demographic data with a clear relationship to the crime 
analysis data: 

A. Census 
B. School truancy 
C. Mental health 
D. Alcoholism and Drug Abuse 
E. Educational achievement 
F. Economic trends (including unemployment) 
G. Identify which data is utilized, how it is uded, and principal 

sources of data 
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PROGRESS REPORT ON GRANT #76-TA-04-0002 

Crime Analysis Technical Assistance 

CENTER FOR CRIMINOLOGICAL ANALYSIS AND TRAINING 

June 30, 1976 " . 
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The Center for Criminological Analysis and Training, located 

within the Criminal Justice Program at the University of Tennessee 

at Chattanooga, was awarded a grant by the Law Enforcement Assis-

tance Administration (LEAA) Regional Office in Atlanta for the pur-

pose of increasing the capacity of State Planning Agencies (SPA's) 

in Region IV to undertake crime analysis as called for under the 

new LEAA guidelines M4l00.1E. This objective was to be realized so 

as to effect the preparation and integration of crime analysis into 

the 1977 Comprehensive Plan for criminal justice agencies from each 

state. 

This report covers the workshop held in conjunction with the 

provision of technical assistance and contains observations and com-

menta for consideration in the event of future efforts in other LEAA 

regions and/or with local planners. 

States within LEAA Region IV include Kentucky, Tenness,'e, North 
Carolina, South Carolina, Georgia, Florida, Alabama and Mississippi. 

i 
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Introduction 

The Crime Analysis Technical Assistance grant was put into oper­

ation March 4, 1976. Initially, the focal point of grant activities 

was toward the presentation of a crime analysis workshop so as to pro­

vide: 1) an understanding of the LEAA guidelines as they relate to 

crime analysis; 2) a review of the statistical techniques used in pre­

paring a crime analysis; 3) an introduction to the computer and its 

statistical capabilities and 4) the integration of crime analysis into 

the general planning process. 

The eight State Planning Agencies were notified approximately one 

month in advance of the workshop both by telephone and by a follow-up 

letter. They were informed of the sufficiency of funds to cover all 

transportation and housing expenses on a double occupancy basis plus 

limited meal allowances for up to a maximum of four i'epresentatives 

per SPA, Registration forms were sent out with a request that they 

be returned as soon as possible so as to be received before the work­

shop. 

The Crime Analysis Workshop has been conducted, leaving on-site 

technical assistance as the focal point for the remainder of the grant. 

An evaluation \ ~ the workshop is now in order to determine its effec­

tiveness in presenting the new guidelines, the statistical techniques 

used in crime analysis, and the IIhands-onll approach to the computer. 

One point needs to be made clear at the outset of this report: 

the IItargetll population of this grant is SPA personnel who by choice 

or assignment become involved in crime analysis, For this reason, 

only SPA reponses will be tabulated and discussed herein, with the ex­

ception of the final evaluations of the workshop of which all will be 

included due to the anonyminity of the responses. 

This report is divided into four sections. The sections are: 

" 
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1) Registration Inform~tion; 2) Pre and Post Survey Results; 3) An 

Evaluation of the Horkshop; and 4) Conunents and Reconunendations • 

3 
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REGISTRATION INFORMATION 

A three-day crime analysis workshop was held on the campus of 

the University of Tennessee at Chattanooga, April 28-30, 1976. A 

copy of the program can be found in Appendix A. The number of offi-

cial participants totaled forty-one. Table 1 breaks down this figure 

by jurisdiction and agency. 

TABLE 1 

PARTICIPATION BY JURISDICTION AND AGENCY 
ATTENDING CRIME ANALYSIS WORKSHOP 

JURISDICTION SPA LEAA 

Tennessee 6 

Kentucky 1 

North Carolina 3 

South Carolina 4 

Georgia 2 

Florida 3 

Alabama 2 

LEAA Region 14 

LEAA (D.C.) 2 

Total 25 16 

Each state in the region was represented at the workshop, some 

moreso than others. LEAA was represented at both the regional and 

national level. 

". 
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In that the selection of the person(s) attending the workshop 

was left entirely to the discretion of each SPA, pertinent informa-

tion w~s requested from each representative at the time of registra-

tion so as to obtain an idea of the educational background and the 

experience of persons working in crime analysis. A questionnaire was 

constructed and made available to all participants for this purpose. 

Roughly half of the total number of participants responded to 

the questionnaire. Table 2 illustrates the responses by jurisdiction 

and by agency. The letter "N" will be used hereafter to refer to the 

total number in delegation per jurisdiction. The symbol "N/R" will be 

used to indicate No Response from jurisdiction. 

TABLE 2 

RESPONDENTS TO REGISTRATION INQUIRY 
BY JURISDICTION AND AGENCY 

Jurisdiction SPA LEAA N % Total 

Tennessee 2 6 33 

Kentucky 1 1 100 

North Carolina 3 3 100 

South Carolina N/R 4 0 

Georgia 2 2 100 

Florida 2 3 66 

Alabama 1 2 50 

Mississippi 1 4 25 

LEAA Region 8 14 57 

LEAA (D.C. ) 1 2 SO 

Total 12 9 41 58.1 

I 
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Of these responses, only one indicated prior attendance at a 

crime analysis workshop. Cited was a victimization conference 

held this past February in Atlanta, Georgia. Table 3 presents the 

responses per SPA as to whether they had ever previously attended 

a crime analysis workshop. 

TABLE 3 

RESPONDENTS FROM STATE PLANNING AGENCIES 
WHO HAVE ATTENDED A CRIME ANALYSIS WORKSHOP BEFORE 

State Yes 

Tennessee 

Kentucky 

North Carolina 

South Carolina 

Georgia 1 

Florida 

Alabama 

Mississippi 

Total. 1 

No 

2 

1 

3 

1 

2 

1 

1 

11 

Total 
Response 

2 

1 

3 

N/R 

2 

2 

1 

1 

12 

6 

It was somewhat expected that attendance at crime analysis workshops 

would be minimal due to the fairly recent emergence of crime analy-

sis as an integral component in the planning process. 

" 
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The data displayed in Table 4 indicates that most respondents 

hold a masters degree. 

TABLE 4 

HIGHEST EDUCATIONAL LEVEL ATTAINED 
BY RESPONDENTS FROM STATE PLANNING AGENCIES 

State BAIBS MAIMS Ph.D. Other N Total 
Response 

Tennessee 2 6 2 

Kentucky 1 1 1 

North Carolina 1 1 l(J.D.) 3 3 

South Carolina 2 2 

Georgia 1 1 2 2 

Florida 1 1 3 2 

Alabama 1 2 1 

Mississippi 1 4 1 

Total 2 8 1 1 25 12 

The major fields of study represented were English, Biology, 

Mathematics, Sociology, Public Administration and Urban Planning. 

A degree, however, should be viewed with considerable reservation 

due to its fe~lure to identify areas of academic strength and, 

likewise, areas of academic weakness. At best, a degree in and of 

itself serves as a poor indicator of individual capability to per-

form the job in question: i.e., crime analysis . 

. ' 
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In recognition of this ambiguous nature of a degree, additional 

information was sought in specific areas of study, e.g., statistics, 

research methodology, and computer programming so as to gain a better 

understanding of the person's academic preparedness in assuming the 

task of crime analysis. 

Statistics play a vital role in the collection and description 

of crime data. It is possible, for example, through the use of vari­

OUB levels of statistical measurements to determine the impact of 

crime on society, the effectiveness of the criminal justice system 

in dealing with crime problems, and the efficiency of the system in 

operation. Few would deny the importance of being in possession of 

this information. Toward this end, the guidelines require the use 

of summary statistics in the compilation of the data, i.e. averages, 

percentiles, and ratios. In a few instances, more sophisticated 

statistical techniques are recommended, i.e. correlations and regres­

sions. Therefore, it is reasonab:e to expect the person charged with 

this responsibility to be knowledgeable. in the prpper use of statis­

tics. The degree of exposure of SPA respondents to statistics is 

presented in Table 5. 

" 
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TABLE 5 

EXPOSURE OF RESPONDENTS FROM STATE PLANNING AGENCIES 
TO STATISTICS BY NUMBER OF FORMALIZED COURSES TAKEN 

State None .. 2 3+ N Total .L 

Response 

Tennessee 1 1 6 2 

Kentucky 1 1 1 

North Carolina 3 3 3 

South Carolina 4 N/R 

Georgia 1 1 2 2 

Florida 2 3 2 

Alabama I 2 1 

Mississippi 1 4 I 

Total 5 1 1 5 25 12 

The responses were graded by number of formalized statistics 

courses taken in the belief that only through formalized instruction 

would one be exposed to most, if not all, of the basic statistical 

methods used in the literature of today, and, more importantly, be 

9 

exposed to both the strengths and weaknesses of the various techniques. 

On the job training does not offer this assurance. 

Statistics can be and oftentimes are misleading because of serious 

methodological errors. Common oversights include the disregard of samp-

ling techniques, the failure to validate and test questionnaires for 

reliability before administering them, and the casual assumption of 

relationships when the research design is without proper controls. It 
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would seem imperative then in order to avoid these pitfalls that person(s) 

collecting and/or analyzing this data be aware of the necessary condi-

tions that must be satisfied in each case. Table 6 illustrates the ex-

posure of SPA respondents to research methodology. 

State 

Tennessee 

Kentucky 

TABLE 6 

EXPOSURE OF RESPONDENTS FROM STATE 
PLANNING AGENCIES TO RESEARCH METHODOLOGY 

BY NUMBER OF FORMALIZED COURSES TAKEN 

None 1 2 3+ N Total 
Response 

1 1 6 2 

1 1 1 

North Carolina 3 3 3 

South Carolina 4 N/R 

Georgia 1 1 2 2 

Florida 1 1 3 2 

Alabama 1 2 1 

Mississippi 1 4 1 

Total 3 4 3 2 25 12 

" . 
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The third area of academic inquiry was in the field of computer 

science. The criminal justice system in keeping up with the technology 

of our times is in varying stages of converting from a manual filing and 

records system to an automated storage and retrieval system. In doing so, 

the information becomes accessible only to those people able to communi-

cate in the language of the computer. This does not mean to say that 

every person in the act of collecting data should be a computer pro-

grammer, but it would seem essential that they have a basic understand-

ing of the mechanics and capabilities of computers in general so as to 

be able to communicate with specialists in this field. The degree of 

exposure of SPA respondents to computer programming is displayed in 

Table 7. 

TABLE 7 

EXPOSURE OF RESPONDENTS FROM STATE 
PLANNING AGENCIES TO COMPUTER PROGRAMMING 

BY NUMBER OF FORMALIZED COURSES TAKEN 
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From the foregoing results one might question the capability of 

some to undertake crime analysis as called for under the LEAA Guide-

lines. 

The possibility of in-service training meeting the needs of the 

staff cannot be overlooked. A question was therefore included in the 

inquiry asking for the total number of job-related in-service training 

hours received in the past year ° Table 8 displays the responses to 

this question. 

A great disparity in in-service training received can be seen 

between the states in Table 8. The fact that the training is job-

related does not necessarily mean that, in turn, the training is re-

lated to crime analysis since many SPA personnel carry dual responsi-

TABLE 8 

TOTAL NUMBER OF JOB-RELATED IN-SERVICE TRAINING HOURS RECEIVED 
BY RESPONDENTS FROM STATE PLANNING AGENCIES IN PAST YEAR 

State Hours N Total 
ResEonse 

Tennessee 0 6 2 

Kentucky 80 1 1 

North Carolina 0 
40 
20 3 3 

South Carolina 4 N/R 

Georgia 2 N/R 

Florida 0 3 2 

Alabama 12 2 1 

MississiEEi 10 4 1 
Total 162 25 10 

o. 

" 

. . 

. ' 



.. 

TABLE 9 

SIZE OF SPA STAFF PREPARING CRIME ANALYSIS 
BY SPA RESPONDENTS 

State /f of Staff N Total 
Response 

Tennessee 7 6 2 

Kentucky 2 1 1 

North Carolina 4 3 3 

South Carolina 4 N/R 

Georgia 3 2 2 

Florida 2 3 2 

Alabama 2 N/R 

Mississippi 3 4 1 

Total 21 25 11 
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bilities. No significance can be attached to the quantity of hours 

of in-service training or lack thereof until the nature of the train-

ing and the capacities developed becomes known. This information was 

not solicited in the questionnaire. 

Another matter of interest was the size of the staff charged 

with the preparation of the crime analysis in each state. Table 9 

presents the size of staff per SPA preparing the crime analysis. 

No comparison can be made at this time between quantity and 

quality. 

Probably the most revealing of all questions in the Registration 

Inquiry asked for a self-perception of needs in relation to crime ana1-

ysis. This information would better enable us to meet the individual 
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naeds during and following the workshop. Table 10 displays the SPA 

responses to perceived needs in crime analysis. 

It is noteworthy that all representatives from two states failed 

to respond to this question. No response in this case may indicate 

a lack of recognition of their needs. 

State 

Tennessee 

Kentucky 

North Carolina 

South Carolina 

G(~orgia 

Florida 

Alabama 

Mississippi 

TABLE 10 

CRIME ANALYSIS NEEDS AS PERCEIVED BY 
STATE PLANNING AGENCY RESPONDENTS 

Need 

Cooperation with state and local agencies 
in obtaining data 
Need victimizati.on and demographic data 

To be in compliance with new LEAA Guide­
lines 4l00.lE 

No Response 

No Response 

Determine the focus and objectives of crime. 
analysis and special statistical techniques 
(e.g. ratio, multicollinearity) 

Data sources and methods of clearly display­
ing data 

Interpretation of crime analysis 

Data base construction 

The area of final inquiry was experience in the field of planning 

and evaluation. Table 11 presents the experience of SPA respondents in 

plannjlng and/or evaluation by number of years. This table clearly shows 

the majority of respondents to be in their beginning years of experience 

in planning and evaluation. 

' . 

. -

'-

-' 
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TABLE 11 

EXPERIENCE OF RESPONDENTS FROM 
STATE PlANNING AGENCIES IN PLANNING AND/OR 

EVALUATION BY NUMBER OF YEARS 

-.--- .--------~~. 

-----------
Less than Total 

State 1 1 2 3+ N Response 

Tennessee 1 1 6 2 

Kentucky 1 1 1 

North Carolina 1 2 3 3 

South Carolina 4 N/R 

Georgia 1 1 2 2 

Florida 1 1 3 2 

Alabama 1 2 1 

Mississippi 1 4 1 

Total 5 3 4 25 12 

On the whole, the Registration Inquiry was successful in generating 

background information on those in attendance at the workshop. Certain 

structural and procedural changes are necessary, however, for its use in 

the future. A few questions need to be re-worded so as to elicit specifics 

instead of general replies, and the information is needed far in advance of 

any workshop so that programs can be geared as much as possible to their 

particular needs. 
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Crime Analysis i.;rorkshop Survey 

As stated earlier, the purpose of th~ Crime Analysis Workshop 

was to provide a general understanding and knowledge of the basic 

components of crime analysis. The extent to which this objective 

was met during the workshop will become evident by the nature of 

the calls for follow-up technical assistance and by a comparison 

of crime analyses as found in the 1976 and 1977 Comprehensive Plans 

of each state. What can however be determined at this time is the 

innnediate impact of the ~.,orkshop upon SPA personnel in attendance. 

An examination of the SPA responses to a survey questionnaire 

administered before and after the workshop should give some indica­

tion of this effect. A pre/post evaluation design ~.,as decided upon 

so as to control the variables of education and experience in measur­

ing the level of knowledge and understanding of SPA personnel in mat­

ters relating to crime analysis. Whatever the differences in a per­

son's response to the same question before and after the workshop 

could then be attributed to a learning process having taken place 

during the workshop, be it a positive or negative learning process. 

This type of research design usually matches participant to re­

sponse thereby offering a more accurate account of individual change. 

Matching necessarily requires some form of personal identification, 

i.e., a symbol, a code number, or a personalized signature. It also 

requires participation in both surveys. These requirements could not 

"-

--

.-



.. 

'. 

17 

be satisfied in this particular survey due to the feeling that any 

personal'identification other than the state he/she represents could 

discourage full cooperation with the survey. Also, the voluntary 

nature of the survey would have to be changed to an involuntary one 

should matching be desired, 

The survey questionnaire was constructed by the staff with the 

assistance of the workshop consultants. The content consisted mainly 

of basic definitions, concepts, and te~-minology that would be com­

monly used in crime analysis. A copy of the questionnaire can be 

found in Appendix C. Specific instructions were included in the be­

ginning of the survey requesting that the person identify himself/ 

herself by state only. 

A time limit of thirty minutes was set for the completion of the 

questionnaire. During this period of time all staff members departed 

leaving each person to their honor in supplying the information re­

quested. Again it must be stated that the survey was strictly volun­

tary. No attempt was made to collect the questionnaire from those not 

wishing to return it. 

Both the pre and post returns were reviewed and graded by one 

staff member to ensure consistency throughout. Each question was 

worth approximately three points as figured on a one hundred point 

grading scale. Table 12 presents the number of SPA respondents and 

mean average score per survey by state. 
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TABLE 12 

NUMBER OF SPA RESPONDENTS AND MEAN AVERAGE SCORE PER SURVEY BY STATE. 

Total Pre - Survey Post - Survey 
State N N HEAN N MEAN 

Tennessee 6 5 69.2 3 79.6 

Kentucky 1 1 77 1 85 

N. Carolina 3 3 67 3 76 

S. Carolina 4 N/R 1 68 

Georgia 2 2 73.6 1 75 

Florida 3 3 84.6 3 89.3 

Alabama 2 2 57 N/R 

Mississippi 4 3 73 2 84 

Total 25 19 71.6 14 79.5 

It should be noted that the representatives from the South Carolina 

SPA had not yet arrived when the pre-survey was administered. They and 

all others arriving late were excused from taking the pre-survey. 

A noticeable improvement can be seen in the post-survey mean scores. 

The reader is cautioned however in the comparison of pre and post aver-

age scores due to differences in N values in five out of eight states. 

Table 13 breaks down the number and ~rcentage of correct responses 

to the pre and post survey by question, 

The pprcentage of change column cannot be taken as a true indicator 

of change in this case because of the inability to match respondents. 

Again the reader is cautioned in comparing the pre and post survey re-

suIts due to changing values of N. 

'. 

,-
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TABLE 13 

NUMBER AND PERCENTAGE OF COR~I:0: RESrO!'<SES Ttl PR!, ANn POST SURVEYS 

Pre - Survey pds-c -- S-U-rv;y--+- ;~ 

Question (N = 19) (N = 14) - Change 
N . __ 'L-. __ ._N ___ .. -------Y. ______ ~_ 

1 6 32 6 42 + 10 

2 16 84 12 85 1- 1 

3 6 32 7 50 + 18 

4 A 12 63 11 78 + 15 

4 B 14 74 10 71 - 3 

4 C 12 63 10 71 + 8 

5 1 5 2 14 + 9 

6 7 37 8 57 + 20 

7 10 53 10 71 + 18 

8 6 32 9 64 + 32 

9 A 12 6~ 11 78 + 15 

9 Bl 14 74 12 85 +11 

9 B2 7 37 2 14 - 23 

9 B3 6 32 ::' 14 18 

10 9 47 7 50 + 3 

11 17 89 }ll 100 +11 

12 6 32 3 21 - 11 

13A 19 100 14 100 

l3B 15 79 9 64 - 15 

14 18 95 12 85 - 10 

15.1 13 68 14 100 + 32 

15.2 6 32 9 64 + 32 

15.3 13 68 14 100 + 32 . 
15.4 10 53 13 92 + 39 

15.5 13 68 13 92 + 24 

15.6 19 100 14 100 

15.7 4 21 8 57 + 36 

15.8 {I 21 8 57 + 36 

15.9 9 47 11 79 + 32 

15.10 16 84 14 100 + 16 

16 6 32 3 21 -11 

.-
... Total N = 2S 

. . 
---------
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Twenty-two questions in the pre-surveyor over seventy percent 

of the questionnaire had a correct response rate of less than seventy 

percent. Fourteen questions or forty-five percent of the questionnaire 

rated likewise in the post-su'_"vey. These figures seem to suggest that 

most respondents lack a familiarity with the basics of crime analysis. 

Three questions pertaining to the LEAA guidelines on crime analy­

sis presented difficulty ilr both surveys. The questions asked for: 

1) the minimum data base that must be reported and analyzed for the 

state and its subdivisions when conducting a crime analysis; 2) the 

jurisdictions that must be included in a crime analysis; and 3) the 

naming of the Part I offenses as classified under the Uniform Crime 

Reporting System. 

The most difficult statistical questions were: 1) the median 

versus the mean in reporting "averages"; 2) the value(s) of the cor­

relation coefficient; 3) the symbol for the coefficient of determin­

ation; and 4) the symbol for the Pearson Product Moment Correlation. 

Data illustrations were another problem area. Ordinal and inter­

val level data were confused when presented in tables. Also, few 

recognized the merits of a semi-logarithmic graph in illustrating rela­

tive changes over a period of time. 

The survey results turned out to be of limited utility due to 

methodological constraints. However, the direction and degree of 

learning during the workshop can be evidenced in the results presented. 

" 

.: 

'. 
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Evaluation of the Workshop 

Following the post-survey and marking the end of the Crime Anal­

ysis Workshop was a final questionnaire calling for an evaluation of 

the workshop. This questionnaire afforded each participant the op­

portunity to comment on the manner of subject presentation, the over­

all quality of the workshop, and whether this type of workshop would 

be beneficial to local and regional planners and/or to other LEJ~ re­

gions. 

No identification, personal or state, was required in the comple­

tion of the evaluation questionnaire and the questions wen! open-ended 

by design to encourage their candid comments. A copy of the evalua­

tion questionnaire can be found in Appendix D. 

Twenty of the forty-one participants or forty-eight percent re­

turned an evaluation of the workshop. This does not mean that all of 

the questionnaires returned were complete but only that comments were 

offered to a few of the questions in all cases. It should also be 

made clear that evaluations by LEAA participants are included in this 

number of respondents due to the anonyminity of the responses. Bear­

ing this in mind, the returns will be described in nar?"ative form by 

topic. 

Guidelines 

Sixteen commented on the presentation of the LEAA guidelines as 



they relate to crime analysis. Fourteen of the sixteen expressed 

the feeling that the presentation especially the assets/liabilities 

analogy was helpful in their understanding of the guidelines. 

A few shortcomings were pointed out in the comments. Specific­

ally: 1) more attention should have been given to the identification 

of data sources; 2) more time was needed in going through the guide­

lines; and 3)" comment from the LEAA representatives would have been 

appreciated. 

Statistics 

All twenty respondents offered comment on the manner in which 

statistics were presented. The presentation received high ratings 

despite the complexity of the subject matter and the insufficiency 
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of time. A comment summing up the general feeling of the respondents 

to the session on statistics stated the material to be too difficult 

for those not having a background in statistics and too elementary 

for those having a statistics background. A suggested remedy was to 

divide the group and present the material at both levels. 

A few comments expressed the feeling that more emphasis could 

have been on the practical application of statistics in the planning 

process. 

Computer 

Ten participants commented on the "hands on ll approach to the com­

puter. It was noted by some that this was their initial exposure to 

the computer. Nevertheless, the experience was enjoyed by all respon­

dents. 

' . 
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A more formalized presentation of the computer nnd its capabilities 

was suggested. A few 1uestioned the relevancy of the computer in pre­

paring a crime analysis. 

Interpretation 

Eleven commented on this session that dealt with the writing up 

of the results and translating the statistical terms into language 

easily understood by laypersons. The presentation was given high rat­

ings with the only comment being that more time was needed for dis­

cussions. 

Information 

Twelve respondents identified information he/she felt should have 

been incorporated in the workshop. The following areas were suggested: 

the practical aspects of crime analysis 

how to collect information from local authorities 

how to analyze data SPA's already have 

how to show relationships 

the mechanics and the art of drawing conclusions 

more component problems - police, court, corrections 

specific individual state problems 

specific data sources 

simpler methods of data presentation 

evaluation techniques 

pattern recognition techniques 

In addition to the above suggestions, many cited the need for more time • 



Evaluation 

The over-all evaluations of the workshop were quite favorable. 

Eighteen of the nineteen respondents considered the t~vo and one-half 

days spent at the workshop productive and worthwhile. The comments 

were mostly complimentary of the planning and organization that went 

into the staging of the workshop. The one comment not falling into 

this category stated that the workshop was not directly related to 

crime analysis but focused more on statistical methods. 
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Again the shortage of time was mentioned as turning the workshop 

into a cram session. 

Local Planners 

Sixteen respondents felt this type of workshop would be benefi­

cial to local and regional planners in their state. To be meaningful 

though, more emphasis would need to be given to specific problems and 

practical applications of the information. Three expressed the opin­

ion that the workshop was beyond the comprehension of local and re­

gional planners. One suggested that local planners should be involved 

in data collection only. 

LEAA 

The response was unanimous when asked whether he/she would recom­

mend this type of workshop to other LEAA regions. All nineteen re­

spondents stated they would. A few qualified their recommendation with 

the conditions that the time alIa ted for the workshop be extended to 

a week and that greater emphasis be placed on practical applications. 

" 

-. 
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Facilities 

Only one of the twenty respondents indicated dissatisfaction 

with the physical arrangements of the workshop. The nature of the 

complaint centered around the policy of double occupancy of rooms 

in housing accomodations. Otherwise, the arrangements were be­

lieved to be satisfactory in meeting their needs. 

A few claimed meal allowances were insufficient in covering food 

expenses. 



Corrunents and Recommendations 

An enduring benefit from any workshop that draws professionals 

together from differing geographic regions is the opportunity to 

share and exchange ideas with each other. This cross-fertilization 

was observed taking place during meals, between workshop sessions, 

and at social activities. The learning taking place during the en­

tire workshop may in actuality then be greater than the survey re­

sults indicate. 

"-v 

One of the recurring suggestions made throughout the workshop 

was for the identification of specific data sources. This particular 

topic was covered at length in the opening presentation. It should 

be noted that data packages were prepared for each state. Included 

were Census data and selected sociodemographic variables. Also, a 

request was made to the FBI to rerun all Index crime data for the 

past five years using the new definition of larceny. Due to a back­

log of similar requests, this information was not available at the 

workshop but has now been forwarded to the SPA's. 

Unquestionably the major obstacle in the preparation and presen­

tation of the workshop was the shortage of time. But in order to be 

of any assistance in the preparation of the 1977 Comprehensive Plans 

the pace had to be accelerated. Admittedly the pace may have been too 

fast in a few sessions given the complexity of the subject matter. 

Overall the workshop can be considered a success. The following 

recommendations are made in recognition of noted weaknesses: 

'. 

: 
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Recommendation 1: Selection 

The purpose and contents of the workshop should be made 

clear to SPA directors so that it is clear who should attend 

the workshop. 

Recommendation 2: Registration Information 

Every effort should be made to have the re~istration 

information returned one month prior to the workshop. 

Recommendation 3: Pre - Post Survey 

The research design must be tightened before significant 

conclusions can be drawn from the results. aethods of un­

obtrusive measuremen"!: should be explored so as to he able 

to match respondents without jeopardizing eooperation. 

Certain questions and all illustrations need re-(>xami.1atioLl 

to ensure clarity and accuracy in the information p:ivt·n. 

Recommendation 4: Time 

The objectives of the workshop should 1w reviewed in an 

attempt to narrow the focus thereby reduc Ln~: the 1 ikelihood 

of "cram" sessions .. 

L.t 

A position paper is currently in the prOe r-58 of developm('flt ~mcl ,.;i 1'1 

deal with the recommendations in detail in re1ationsh1r to flit un' Fork­

shops in crime analysis. 
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APPENDIX A 

rams 
---------------------

REGISTRATION UTQUIRY FOR eRnIE ANALYSIS UORKSHOP 

Please acquaint us wi th your professional bacl{ground and ex­
perience in criminal Justice planning and evaluation? This 
information will better enable us to determine the mnnner of 
pres~nting material to you during the workshop Rnd 1'1111 help 
us in meeting your individual needs following the workshop. 

i. Please identify the agenoy you represent (if a state 
agency please identify the state)? 

2. Have you ever attended a crime analysis workshop be­
fore? If so, please cite specifics. 

30 Highest educational level attained I 

4. What exposure have you had to: 

6. 

8. 

Statistics 

Research Metpod:ology 

Computer Programing 

Estimate the total number of job-related in-service 
training hours that you have received in the past 
year? 

How many SPA staff members prepare your state's crime 
analysis? 

"lhat do you perceive your needs to be in reference 
to crime analysis? 

Briefly, describe your experience in planning and 
eva.luation. 

". 

," 

"-

." 
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Wednesday, April 28 

APPENDJ,X B 

CRIME ANALYSIS 
WORKSHOP 

April 28, 29 and 30, 1976 

.' " 

12:00 - 12:30 Registration, University Center - Lower Lobby 

12:30 - 1:30 Luncheon, (Chattanooga Rooms A & B) 

1:30 - 5:30 
Linda Myers 
Ken Venters 
Bob Cat ale 

6:30 -

Thursday, April 29 
9:00 - 12:00 

Mario Perez­
Reily 

12:00 - 1:00 

1:00 - 2:30 

2:45 - 5:00 
L.la ,/D VRCJiS 

5:00 - 6:30 

6:30 - 9:00 
Roger Thompson 

Friday, April 30 
9:30 - 10:30 

10:45 - 12:30 
N;tck Norwood 

12:30 - 2:00 

2 :00 - 4 :00 

4:00 - 6:00 

Workshop Detail (Signal Mountain Room) 
Overview of Crime Analysis and Its Implications 
Surv~y of LEAA Guideline Requirements and how to be responsive to~hem 
Data Sources 

What data sources are available, key data elements, and developing additional data sources 

HAPPy HOUR(s) - Downtown Sheraton Hotel, Suite 1211 

Analytical Techniques, (Signal Mountain Room) 
Introduction to the basic statistical techniques necessary to prepare a crime analysis with emphasis 
on regression, correlation, levels of significance, methods of sampling, time series analysis and tech­
niques for testing hypotheses. 

Lunch (can be purchased in the University Center) 

Continuation of Analytical Techniques 

Computer Application, Hands-on application of various statistical techniques, utilization of techniques 
explored in the morning session. 

Dinner (can be purchased in the University Center) 

Continuation of Computer Applications 

Continuation of Computer Applications 

Presentation of Data. (Conference Room C & D) writing up findings, tracing CA through the design and 
development of programs responsive to problems, needs, standards and goals. 

Luncheon, Moccasin Room 

Continuation of morning session 

Individualized special assistance as needed. 

~ 
\C 



APPENDIX C 

CRI1'E ANALYSIS l-TORKSFOP - SURVEY 

-----------------------Sta.te OBLY 

1'10<1A<::' no n<?.~ place your name on thin survey. Note your state only nt the top of 
the first page. 

1. At ll!l.n-l.ml.tm~ 1'Jhat da ta base Must be reported and analyzed for the State and 
its subdivisiou::! who" f'onductinga crime analysis? 

2. Crime trend analysis must cover ~ year tlme span. 

3. Phat jurisdictiotls must be included in a cril1e analysis? 

4. Define the followinr terms as they r~1o.te to critll€: analysis. Cite an 
example of each. 

n. HGoal": 

b. "Obj ective I:: 

c. "Standard": 

5. Fhich statistic wou1d yon usc, the l'lc.d:J....,n 01. b.h.., me. an. , t" 1..,-:l..L I-H."._, .. 1,. th'2 

"averape" nUMber of traininr hours per police arrency? 

Total Police Recruit Traininf', I~ours by Jurisdicti.on 

Police !§..~e..::nc.::;cLY:-:-___ _ 
Hinneapolis, Hinn. 
nashin?;ton~ D.C. 
Dallas, Texas 
\fuittier, Calif. 
Birminpham, Ala. 
Hila, lIawaH 
Cleveland, Ohio 
Rocheste.s New York 

.... ------..---.- --.~-.-----------. 
Total }10urs 

------ ---------- lf55-·-------· - -- -----

_____ -______ ._ • ....t:~._~ __ . __ 

l:·59 
520 Hean 44Q..:.-'23 
280 
399 He~ian 457 
262 
634 
585 Total 3594 

6. Name the Part I offenses classified uncler the Unifortn Crine r..eportinr system" 

7. Differentiate bet~veen descriptive and inferential statistics. 

8. Hypotheses are suppositions presumed to be true for the:> salt.c of testin~. 
T~rite a null hypothesis. 

-. 

.-

.-
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There are three levels of statistical measurement, nominal, ordinal, and 
interval. }futch each ternl with its description and the cited examples: 

a. 1. _______ has the capability of ranking numbers fr01'1 high 
to low 

2. _______ perhlits the categorization of ele1'1ents. 

3. ______________ is composed of equal units and capable of 
mathematical manipulation 

b. Example L 

Index Offense 
Murder 
Assault 
Rape 
_~bbery 

Example 2. 

Total Offenses 
17,630 

3"'4,600 
41,890 

385 2 910 

Violent Crime Factor Scores for SMSA's* 
SHSA Violent. Crime 
1. Baltimore, Md. 2.12 
2. Austin, Texas 1.88 
3. Atlanta, Georgia .95 
4. Akron, Ohio .66 
5. B·;~falo, New York .75 ___ _ 
* Mean ~ O. Standard deviation = 1.00. 

Example 3. 

Mortality rates for Niddletown 
. for persons under eighteen years of 

Me at Death 
Birth to 1 year 
1 _. 5 
6 - 12 
13 - 18 
Unknown 
Total 

1974-75 
age 

Total Deaths 
57 
26 
16 
10 

[3 
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10. The value of the correlation coefficient is all-7ays between the values of 

______________ and ____________ __ 

11. The most reliable method for arriving at a representative sample is 

A. A judgmental sample 
B. A quota sample 
C. A random sample 
D. An accidental sample 

12. The most appropriate graph for illustrating relative changes over a period of 
time is 

A. A period graph 
". B. A semi-logarithmic graph 

C. An arit~etic graph 
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13. a. Hhich of the three cities belm'7 shows the stron8est positive associstion 
between property crimes and population? 

b. Which of the cities is least likely to have a stronr relationship between 
property crime and population? 

A. , B. c. 

I_-
Population I y---

1/ 
Population 

\ 
Population i ",. "'. , \ . \ 

\ \ 
, 

Property Crimes Property Crimes Property Crimes 

14. B1ac.!LP~r_so.:nn_el_~n _s~le~t~ci J>olice deP3:1:'.t1!lents .. __ --:-___ _ 
Ci ty __________ ._l3-~nJ~ inJ_ ~l~c}t ..J2~PL _ Ra~k. J..u_.1J1)ac1c.jPJPJ}.c.e. Forc_~ 
Atlanta 1 3 
Chic~go 3 1 
Louisville 4 5 
New Haven 5 4 
Oklahoma City 6 6 
St. Louis 2 2 -------------------

The above data tells us ----------------------
A. in cities rankinrr; hir,h in black population, there are fewer blacks 

on the police force. 
B. police departments pay little attention to the hirinp, of blacks. 
C. As the number of blacks in the 8eneral population increases~ more 

blacks are hired by police departments. 
D. the data is insufficient to a11o\>1 an interpretation. 

15. Match Column I with Column II. 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 

Column I 

• (jI or s 
R 
Ho 
X 
N 
V­
r2 
r 
Yc 
L 

a. 
b. 
c. 
d. 
e. 
f. 
g. 
h. 
1. 
j. 

Size of Samj:lle 
Hean 

Colurm II 

lIultiple Correlation Coefficient 
Regressed Estimate (Predicted Value of Y) 
Standard Devjation 
Radical or Square Root Si~n 

Pearson Product-Moment Correlation 
Null Hypothesis Symbol 
Summation or Total of 
Coefficient of Determination 

". 

.. 
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16. Doth 8raphs depict the same time period. Hhich of the two will best convey 
what is happening? 

~C(XJT ..., 
'" ,-

./ 

~ 3Soot ,,--; -
~ ! ,I 

~ 300c i /' / 
\'~ I ./ I 

;ZSooi ./ / 
<:I. I / / ll.J 
~ ~OOO1 .t 

~ 
~ 1500 / 

1=1 
. - t .- . ·1· I .- \ 0 

1C,30 1'1;\ "UI I Cj~3 1'13<1 1'1 3~:; 

If~11e5 



APPENDIX D 

• • ! EVALUATION OF CRum ANALYSIS' W'ORKSHOF 

Please comment on the followingl 

A. 3ubject material presented: 

1. Guidelines 

2. Statistical methods 

3.. computer applications and "hands-on" approach 

4. Interpretations 

-. 
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B. Ha.s there .. any partioular information that you fleel shoula: 
ha~e been incorporated in the workshop? . 

c. What is your over-all evaluation of the "vTOrkshop? 

D. Do you feel this type of workshop would be beneficl.al for 
local and regional planners in your state? 

35 

ED Wpu1d you recommend this type of workshop to other LEAA regions? 

Fe Did you find the physinal AT.t'angeID<mts satisfactory for your 
needs? 



II. 

III. 

IV. 

v. 

APPENDIX E 

LESsoN PLAN 

STATIstICAL TOOtS 

(A theory of information/s set of tools and 
procedures for decision-making) 

l1!~8 about. bumn baha~ 

A. Hypotheses 

10 V.1abla - ne~tilt and Independent . " 
Co MeallUr~tPJI 

D. !ypes of Measurcment8 

1. Nominal 

2. Ordinal 

~. Interval 

4. Ratio 

De.oerlbing Phenomena 

A. Averasee iu general 

B. Measures of Central Tendency 

1. Mode 

2. Median 

3. Mean 

C. Ad~t&ges and Disadvantages 

1~stin8 Rypotheee. 

A. Tbe Empirical Hypothesis 

i. Th. NUll Hypothesis 

c. Confidence Limits 

D. Levels of Significance 

Sampl1rlg 

A. '!'be Idea Behind Sampling 

B. Types of Samples 

jb 

" . 

. -



" 

'. 

- 2 -

1. Non-Probability Sampling 

a. accidental 

h. purposive or judgemental 

c. quota 

2. Probability Sampling ~!ethoda 

a e Simple Random Sample. 

Two ... Sta3e 
Probability 

h. Systematic Sampling 

{~. 

\i. 
Cluster Sampling (area sampling) 

Stratified Random S~pling 

c. Determinants of Sample Size 

1. Size (not very important) 

*2. Variabilitx 

*3. Type of s8mpl1ug procedure employed 

*4. Available resources (time i) money, personnel) 

37 

*5. The number of variables or characteristics under study 

*-6. Degree of accuracy and precision required 

D. Using the Table of Random Digits and the Random Numbers Generator 

1. The sundard etTor of the 8&nple 

Mean ( S- • S X 

2. StandQrd Errors Associated with Different Levels of 
Precision 

VI. Correlation ~ Regression 

b 0 Regression 

e. Correlat1cm 
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d. The Coefficient of Determination 

e. Tests of Significance 

1. The t-test 

2. The F-ratio 

2. Multiple Regression and Reference to Hultiple Correlation 

Rand R2 

B. Non-Parametric, Non-Quantifiable Data 

1. Spearman's Rank - Difference Corre1cttion 

2. Test of significance 

VII. Time - Series 

A. Characteristics of Time - Series 

1- Long-term Trend 

2. Cyclical Effect 

3. Seasonal Effect 

4. Random Variation 

B. IDtat to do with Time - Series 

1- Use of different kinds of graphs 

a. Arithmetic graph 

b. Semi-logarithmic graph 

(advantages of this type of graph) 

2. Smoothing for random variation (smoothing methods) 

3. Some Forecasting Hodels 

a. The linear model. only 

b. The ~~ r~gressive model 

* Important Point " . 

. " 

'. 
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Measures of Dispersion: 

Measures of central tendency (averages) only tell us about the location of 
a representative value amone a number of values but they do not provide us any 
more useful information. For example, while it is good to know what the mean 
number of violent crimes per 100,000 for a collection of Sl!SA's is (We have seen 
this problem already.), it is useful to get n idea of the amount of deviation 
right and left (or above and be10vr ) of the i.ano Hhy this is useful will become 
apparent in a few paragraphs. 

Measures of dispersion (also known as measures of variation) supply informa­
tion about the amount of dispersion frOM the mean present in a collection of values. 
Let's take one more look at our problem concerning the 197!, SHSA IS: 

ProEerty Crime Rate/ 
SHSA Population Violent Crime Rate/100,OOO pop, 100 9 000 poe. 

Alabama 2,206,670 434.0 3,625.7 
Arkansas 796~922 t11l6.7 491.8 
Florid.a 6,780,222 743.0 7 9 204.8 
Georgia 2,770,0/.5 5G8.3 4,520.9 
Louisiana 2,366,031 621.2 t •• 504.0 
Mississippi 491,719 391.1 3,~16.2 
South Carolina 1,332,330 559. 4,957.3 
Tennessee 2,464,146 502.9 4,578.1 

Hean 2,401,011 533.3875 4,174.85 

s 1,827,472 107.3185 1~749.42 

You would like to give the Tennessee legislators a comparison of the Tennessee 
SMSA to the others in terms that would be simple and meaninp,ful. Let us see hm" 
this can be done. 

The Standard Deviation 

One measure of deviation (or of dispersion) about (or above and below) the 
mean is the Standard Deviation. Let us take popUlation. The mean population for 
the ..§. S~ISA'a was 2,401,011. ~le know that Tennessee had a population above or 
below the roean. You would have to find the difference between each state S~ISA 
value and the mean. This is done by subtraction. This difference is represented 
by the term (X-X). Eac2 of these differences then is multiplied by itself 
(Bquar~d) to find (~X) • All the squared differences are added and you obtain 
~(X-X). This summation then is divided by N. (If the values that you have come 
from a sample, then you must divide by N-l). Then, the obtained quotient is placed 
under a radical symbol. \r~(~-~-- . Then, you find the square-root and that 
is your standard deviation.N The standard deviation for population is 1,827,472. 
The standard deviation is represented by two symbols) and ,2.' ~ a Greek 
character (known as sigma) is used to represent she standard deviation for a popu­
lation of values. The letter ~ is used when your values come from a sample. 

Now, go back and find s for violent crime and property crime. 
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Let us summarize our rf'su1ts; 
Viohnt p,..~!iY. 
-~----' -

Heasure POPI.~JClt:.!on r:rimc . Crime ------

He an l......401 •011 533.3875 4 9 174.85 

s 1,1327 2472 107.3lnS 1.7/~9.42 -------

So ~ you have calculated three standard deviations, tfuat you have done is 
represented by the formula: 

(' 

In the problem that you have just worked out you hnve calculated a rleasure 
\-1hich is very sensitive to extrenle values and t?lls that the mean cannot tell -
how many units to the right and left (or above and belmv) can the mean fluctuate. 
The mean can fluctuate, in the case of population, 1.827~472; in the casE' of 
violent crimes i 107.3185; and 1,749.42. in the case of property crimes. 

The standard deviation is based on the theory of the normal distribution. 
Any group of measurements is ~ distribution. A normal distribution is a distri­
bution such that it is symmetrical and bell shaped. 

, 

. \ 

---
A symmetrically 
bell-shaped dis­
tribution . 

It is also characterized by the fact that the mean ('ivides the distri1:-11tion into 
two halves, one of which is a Plirror of the other. 

h-.' --I 
,.. i r 

!~. -.... ~~- ... -\{ 

}-1 

,I,; 

I -:, g 
. __ ._- ._--'. .-1 
I 

. 
-: . 

r ."" , 
/., I ;.,/ .:'.~ '~., "-_L' __ 

M. ()..v; 

Fifty ~rcent (50%) of all th,~lues in a distribution (if it 1.s normal) should 
lie beloY7 the mean and 50% above it. If you add the standard deviation to the 
mean it will equal (in the case of the violent crif'le rate) 533 .l~ + 107.3 'iThich 
equal 6,407. This is the area of X + s (mean plus one standard deviation), or 
533 .If ~.:.--~ 6 9 407. Subtract one stanGard deviation and no,,1 you also have the 
area of X-5 9 or 533.4· - 107.3 "'" 426.1 or 426.1 .(---- 533. Lf. NOH. if we look 
at the normal distribution \-1e. have the ~.,'" ..: .: . 'I 

.'1 :~ ~. t '. ..", . f; ~'(; 'I 
y __ ~~ _-1 . 

J .... 

>' j -:1, 
! 
I 

\ .. 

". 

: 

." 
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Area of plue-minus one standard deviation with 68% of the cases within that area 
to find the area of plus-minus 28, double the s and add or subtract to the mean 
and you have the area of + 2s. Triple the standard deviation, follow the same 
procedure and you have th; area of plus and minus three (3) standard deviations. 
The area of + 29 includes 95% of all the values in any sample (or population). The 
area of ± 3s-contains 99.9% of all the values. 

J -15 +-1 S t 

/1 ~3f% ~~5 f' 
. 0 $1'% . \ 

I / -)..s o.,.:.1.C; 
,I I 

Lf 1.!i 'Ie !f 7.5 '7(,0' I 

//1 
-/' 

------. 
~ . 

~ I--,~ ..... / 

\ 
If 'I, q % 

• (J:<'5 <--.......:------l1a-----'--'--'---'--==---
_. '--":"c.-:-:::= :::-.~:::,:g..-.--- .j- C \

,(I:1§ 

._..::::....-.. _ .. _._-.:-:;;t' -'-­
.' ..... -.~ ."" ... ,- .. _ ..... ..-

Illustration: The normal curve and its characteristics. 

You can compare the distribution of values for the SHSA I s ~..rith the normal curve, 
and if the scores don~t fall as in the normal curve, then you have something to 
say about the SMSA's. 

Yr. '\ can also take each individual SHSA, obtain the difference bet'veen its 
value and divide by its standard deviaHon and that gives you a Z - score. The 
formula for the Z - score (also knovm as the standard score) is: 

(a) X for a sample and (b) X for a population 
s 

On the violent crime ~ Tennessee has a difference (X) of -30.4R (since 
the value is smaller than the mean). So tbe z - score for Tennessee is! 

x "" -30.48 :::t -0.28 
s 107.3185 

iVhat this means is that on a scale using the mean as the zero-points Tennessee 
would look like this in. comparison to Florina +209.613 

/_ . . l07{3185 
:,'/".';, 1,) (I (,.,.1 

- J.::'? 0 + I, q ~ 
'--' .------' - -'--1-~ t -~-"~""- ~-.--

La,.., ~--------.----------.--.. ------ --------------".--)- Fir.h 

Hhere 'vould each of the other states fall in such a scale? Find the z - scores 
in each case, in the case of the violent crime rate und place each state on the 
correspondin~ position. What use could you make of this device? 

There are Qther uses of the standard deviation that could be helpful in other 
types of problems. Hould you like to know about them? 
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~nk.Order Correlation 

Up till now, we have been running (or learning to run) 
statistical tests that have two distinguishing characteristicsJ 
(1) they fit interval level data, and (2) are parametric. You 
are already familiar with levels of measurement, thus understand 
what an interval measurement ls. Numerical descriptive measures 
are measures that locate the center and describe the spread of 
the distributicma In statistical tests, such as product-moment 
correlatIon anrregression, we apply tests to sample data for the 
purposes of saying something (making generalizations) about the 
population from which the sample comes. Parametric statistics 
require that (a) data come from a random sample, and (b) that 
the s~mple represents a normally distributed populationa 

Wr.ether or not a population is normally distributed is 
always questionable. Non-parametric statistics get us out of 
this d.ile1Ilma beoause they are not based on any assumptions about 
means o~ etandard deviations, nor about whether the sample data 
come from a normally distributed population. Non-parametric 
statlstic8 are also called distribution free statistics. Data 
that have 'Jeen measured as either ordinal or nominal lend them­
selves to analyses with the use of non-parametric statistics. 
One such technique is §pearman's Rho (or Rs )' also known as the 
rank-d1ffe~nce coefficient of correlation. It is a very easy 
measure to c(mpute ana-I~s especially useful in dealing with 
small samples or populations (where N is less than 50). They 
a.re a.lso app:ro'Priate when variables cannot be quantified satis­
factorily. Let us test the hypothesis that high unemployment 
tends to assO)iate with hi~h incidence of delinquency. Let us 
say that you a.re able to ge4; info.rm.ation for census tracts areas 
0$ a large metrQ~olltan cits, The city' has 22 census tracts and 
you are able to 101lect the ~ollowing information~ 

(an example of socj~l area analysis) 
~ee nextPa~e. 

The formula for Rs := 1- ~ 6 D2 
N.3 .. :I 

where ~D2 := the sum of the square1~rank differences 
"-. 

N = number of cases (size ~ the sample) 

with.our datal 

R ::: (1) - 6(203) ::: 1 - 12~8~~ 
s 223 _ 22 ~e - 22 

::: 1 - 1218 
10626 

= 1 - .114·6245 

= 088 

.-

.' 
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Table RD. Relationship between Percentage 

", Unemployed and Percentage of Car Theft 
Offenders by Census Tracts 

(X) ( Y) 
Percentage Percentage 

Census Male Car Theft (X) ( Y) 2 
1ractti Unemployed Offenders .fuill1£ ~ 12 Q... 

1 10 7 

2 22 15 

3 18 10 

4 3 2 

5 5 6 

6 21 12 

7 6 5 

8 2 1 

9 1 2 

10 7 4 

11 3 7 

12 2 3 

13 10 11 

14 15 12 

15 15 9 

16 9 6 

17 6 2 

18 4 3 

19 8 7 

20 11 12 

21 13 10 

22 14 a 
,I 

"-
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... 3.... . 
OUr coeffioient tells us that the associ~tion is positive and 
strong_ These results tend to suggest that the rela.t1onship.l 
between male unemployment and auto theft offenders 1s verified. 
In order to determine the significance of this assoc1ation, we 
go to table G. £ritical Valu6E! .2f. B,hQ" Since we have 22 cases" 
we go down the n column.. We wish to test a one-tail Null HypotheSis 
that census traots with high male unemployment do not associate 
significantly with high incidences of auto thefts. We locate 22, 
and go across where it reads, "level of significance for sa. one­
tailed test, .05"~ The expected value of Rs -3590 Since our 
observed R~ls large= (higher) than the expected value, we reject 
the null hypothesis and any rejection of the null hypothesis 
validates the empirical hypothesis. The interpretat10ns of these 
results are bas~cally the same as for the product-moment correlation 
coeff1cllent (r). 

.. 
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". ReRression and Corrrintion: 

Let 9 S take a case - predictinr: the nur.lber of vehicle units that a police 
department 1"ill need for a given fiscal year, The follm·rinp: methods could be 
suggested to predict the number of vehicle units that the city of Hemphis, 
Tennessee, would need for 1974. In order to predict (really; \-]hat we are do­
ing is estimating) we must think in terms of a relationship: we can estimate 
on the basis of the past relationship bet"Teen city area and the numher of 
vehicle units. For the city of l1emphis, Tennessee, the data will look 111(e 
this: 

(X) (Y) 
Year City Area (ss. . miles) Vellicle Units 

1940 43.50 50 
1950 115.80 B3 
1960 140.70 1"" Loj 

1970 234.65 252 
1971 235.02 ?19 
1972 251.22 298 
1973 251.22 44l} 
1974 274.58 ? 

The problem here is to predict (or es timate) hm~7 many vehicle un:! ts lo!ill 
be needed in 1974. Let us try the .E.~es_sion method of estimatinp or predict­
ing. If you notice the column containing the values for city area has been 
labeled X and the column for the number of vehicle units has the lnbel Y assijmed 
to it. So, once more let us examine the above data. The year for vlhich tve 
are trying to estimate is 1974 (column Y). The lett.er XX represents the f:l.de­
~ldent variable and Y the dependent variable. In this problem the hypothesis 
is that there is a relationship betHeen area per square mile and the If.EJ'1ber of: 
vehicle u!lit~.~_J.e(1 .... u~-.Ee.E_E_.E.0J:_:!s-~_ a city. As area per square mile increases ~ the 
nuraber of auto units increases. 

refore any numerical computations are performed ~ you must Ret 3!.yJ-cture of 
the relationship under examination. This is done uith a sCiitterp:ram. (apother 
vlOrd is scatterdiaeram). A scattergran is constructed hy plotting coordinates 
on a p,raph. ?lese coordinates are points representinr X and Y values in the 
scatter~ram. 
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Let us plot the coordinates for our data: 

(Y) 
Vehicle 

Units 

1950 

500 

400 

300 

200 

100 

50 

--------------,. 

_____________ --4 

! 

-----------, 
------------,-"1 

City Area/Sq. l'IL 

City Area 00 .. 

llS,CO 

4b 

2 

(TJ. i E 
\ \';\ h/~ 
, f \/ 'I 

) I 1./ 

The first coordinate T,Je plot is for the year 1~40 (X := M~. 50 9 Y = 50). 
l.Je locate these values on t:1e respective scales or axes and place a dot on 
the place where weak lines (ra1oJn at rip;ht anr,les from the scales intersect. 
This plotting is done for ee:.ch of the years. ''{ou can see that the scatter-­
gram shows a relationship that looks like this; 

Y 

Vehicle 
Units 

o 

• 
.. ____ J 

x 

City Area 

." 
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14henever scatterp,rams are used, any of the follmving basic patterns may he 
produced: 

y 
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(E) 

,-------' 

Curvilinear 

Our scattergram looks like model A. 

(F) 
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I ( 

x 

. , 
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Hhen 'toJe look for relationships through the use of a scattergram we look 
for linear patterns (preferably rectilinear). Our relat~ouship looks recti­
lin~ and it seems positive: as X increases Y also increases. nivariate linear 
regreSSion is the statistical technique usually employed in estimating the 
values of a variable Y when we knmi the values of the variable XX. We call 
this the estimated regression of Y on X (Ye ). The formula used to estimate 
Yc is: yx 

where (1) 

and (2) 

Yc = a + bX 

a = _(?} - b~X 
U 

In order to be able to estimate (or predict) 9 we must manipulate our lata. 
First, we must find h, then a, and then we are able to estimate. Sop let's 
do to the data all that the formulas require. 
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X2 ? 

X Y Y~ XY 

48.50 2352.25 50 2500 2t}25.00 
1J.5.80 13409.64 33 68B9 9611.40 N = 7 
140.70 19796.49 123 15129 17306.10 
234.65 55060.62 25~ 6150l: 59131.80 (X)2 n 

235.02 55234.40 219 47%1 51469 . .33 1,631,009.9 
251.22 63111.49 298 88804 74863.56 

-251.11. 63111.49 L,I·:4 197.l}C 1115~fl, f,~ 
-~-- .... - --

1277.11 272076.38 1469 3263 l f8 ,92 

2 2 (Y) = Y = 341~923 

Now we have all the information that \·7(' need to carry out the formulas. 
First, find b. 

= (7) (326348.92)- (1277.11) (1469) 
-~(272f)76. 313)·· (1631009.9) 

b = 2,284,442.4 - l,8J6,074.5 = 408~~.9 
1,904,534.6 - 1~631,009.9 273 5 524.7 

b := 1.49 

Next, find !'1. 

a = ~_b}X = 1469 - (1.49 x 1277.111 
N 7 

a = 1469 - _(1902.89).= 433.8939 = -61.98 
7 

a ..". -61.98 

NOl>T we can start predictin[,; (or I~stimatinz). 
we need to estimate the nUlnber of vehicles. 
us use ~he formu3a. 

Yc = a + bX 

c -61.98 - (1.49 x 274.59) 

Yc = 347.159 vehicle U"iits 

As you perhaps noticed, for 1974 
TJ:,e area (X) was 27l\ .59. So let 

Letls do another Ye. For th(~ year 19~0. the area eX) was 48.50 square miles. 
So He compute: 

Yc <=(-61.98) - (1.49 x {1l3.50) 

Yc ~(-61.98) - (72.265) 

~ 10.56 auto units 

.. 

.-

.-
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As you go on D you will see that the predicted values (Yc) differ from the 
actual number of auto units for each of the years. Next to each value of 

4':1 

'~- Y you can plot the corresponding estimate. Then it is possible to connect 
each of the estimates with a straight line. This straight line is called 
the line of regression~ If we take every difference b~t,V'een Yc' sand Y's 
and square them (Yc-Y) , then we can add them ( (Yc-Y) ) and once we have 
added them we can proceed to find the standard: 

-. 

x y Yc* Yc-Y (Yc-Y) 2 

48.50 50 10 -40 1600 
115.80 83 110 27 729 
140.70 123 148 25 625 
234.65 252 288 36 1296 
235 .. 02 219 288 69 4761 
251.22 298 312 14 196 
251.22 444 312 -132 17424 2 
274.59 (480)---- --347*projected -fori974 26631 (Yc-Y) 

El:'ror of the regression (S(Yc) 

The formula for the S(Yc) is: 

S(Yc) ill ~Yc_y~2 t:: 26631 
N' 7 

S (Yc) "" 61. 68 or 62 

This standard en-J!' of the regression tells you how accurate or reliable 
the regression predictions are. As indicated by the S(Yc), the predictioI1S 
are going to fluctuate an average of 62 auto units above and below the line 
of regr1llsaion (the area of plus and minus S(Yc). Notice that two original 
values lie outside standard error limits. Those two values could be considered 
out of line. TI10ugh we are not going to find that explanation here~ it must 
be pointed out that ,.,That is happening might be due to some other variable that 
tended to produce the unusually high and low auto units for those two years 
(444 and 219). 

In our orieinal regression formula the value a tells us v.rhat the starting 
value of Y would be if X were equal to zero. The value b tells us how many' 
values Y will increase for every unit increase in XX. In simple terms, b 
tells how many auto units will be required for every square mile increase. 

The term correla.tion is very often likened to regression. The rep,ression 
line (or slope) that you have just learned to compute serves to get estimat~s 
on the basis of the relationship bet'ileen two variables ~ but it has several 
weaknesses. First ~ there are t't.,TO possible lines of regression, Y on X (the one 
just learned), and X on Y (the one we are not going to do). Second, the b 
value makes sense only in terms of the units in which the data ~re measureD. 
A change in units s say from. feet to inches. or from square r.1iles to squa-r:e 
kilometers, vJil1 ~hange the b value. Al.,o. if we wish to compare the effects 
of two independent vari&bles upon a dependent variable (if vle also wanted to 
study the effect of auto accidents on the number of police auto units) ~ t·le 

could not do so if one is expressed in terms of squar.e miles and the other in 
terms of auto accidents per 10, 000 automobiles. vIe would have to turn to the 
standard deviation to know whether the path of the dots on the scattergram is 
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is a narro\-l one, and reliable, or broad anc unreliable, 'Dds, too, is EX­

pressed in terms of the original values, and consequently ,wuld not make for 
adequate comparisons. 

Correlation deals with these weaknesses by producinr, a single measure 
that has the quality of varyine between 1 for a perfect positive association, 
down through 0 for no association, to -1 for perfect negative association. 
The product-moment, or Pearsonian coefficient of correlation, symbolized by £~ 
is the statistic that expresses each var.iable in terms of "hat is called a 
standardized deviation. This makes it possible to compare the strength of 
relntiol"\shipB between variables expressed in all sorts of units (auto units, 
square miles, auto accident rates, population. etc.), just as long as v7e 
have enough values to establish a viable mean and a standard deviation. 

Let us look once more at the diagrams on page 3 to see the connection 
between regression and correlation. If the cluster of points (plots) is 
tight arainst the diagonal (the reeression line), the correlation is high~ 
if it is football shaped, the correlation is moderate, and if it is widely 
circular or scattered, then there is no correlation (r = 0). If the diagonal 
rut!.s from lower left to upper right, the correlation is positive, and if the 
points run diagonally from the npper left to the lower rieht, the correlation 
is negative. 

The coefficient of correlation (r) is used as an index of association 
applicable to any pair of variables. This mea-s that we can tell, if we 
go back to the relationship between square miles and numbers of police a~to 
units, how closely the two variables are related in the case of Nemphis. 
Though we must perform most of the calculations necessary for the regression 
before finding the correlation coeffic~ent~ it is customary (in most analyses) 
to report only correlations. 

TIle, formula for r is: 

r c:: N{XY - (~X) «Y) 

.--~----------------1 ~1~x2 - « X) ~, [1l~y2 .• (~Y) 2] 

'. 
.: 

.-
_______ 1 
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We oa.n UI:lH!J the lnf'ormat~.on already obtained when we computed the 
regression "estimates." 

r c ~284!442.4 - 1,8~6,074.~ 
17904,5j4.6 1,0 Ip009~ 

r = .875 or .88 

This resulting indicates the existence of a strong asso­
ciation b~tween city area in square miles and the number of auto 
units available to the Memphis police department. Once you have 
calculated the coefficient of correlation we must determi.:le how' 
much of the variation (or of increases and decreases) in the 
number of police auto units could be explained by a knowledge of 
the area of a city (in square miles). We take the obtained 
coefficient (r ::: Q88) and sq'lare it. The re~ulting me~sure 1s 2 
known as the coefficient of determination (r). The r is (.88) 
which is equal to .77 or 77% of the variations in auto 1,mits can 
be explained (or predicted) with our knowledge of the area of the 
city of Memphis. 

Correlations of less than::: .)0 are regarded to be of very 
little importance, because when they are squared they explain 
very little. An r = .30 only explains .09 (or 9%) of a pheno­
menon. While r ~ells us about the amount of relationship between 
two variables, r tells us how much we may improve our estimates 
of the value of any case on the dependent variable by lrnowing 
its value on the independent variable" A a conclusion to any 
analysis of this lrind (Regression-Correlation), we must also com­
pute an estimate of the .~.iBn1ficance of r. 

This is fairly simpleQ We only have to consider the number 
of cases (N)o When the number of observations are small (in the 
case of our p~,,:,oblem, seven years), a. test of significance known as ! 1: :s~::-~ = .88~T:-~7 

t = ,88i~~· 
.. ~ .23 

t = 4.10 

With d"f.= N - 2 

d.f.= 5 

= a 88 (4,. 66) 

vIe test the Null Hypotheses· (Ho) that the relationship between 
area and number of auto uni~s is not statistically Significant 
at the .05 level of Significance (p = .05). vie go to '1able 2 
and on the first column we locate d.i'. = 5, then we go a.cross to 
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the values under column heading 0.05 and we find that the expected 
value of te = 2.571. Since our obtained (to) is 4.10, this value : 
being ~reater than te, we reject the Null Hypothesis. We conclude 
that the observed strong relationship between city area and num-
ber of auto units is a significant one. The results are also 
applicable to the regression estimates. 

Regression and correlation can also be used to pred1<:"t 
population, crj,me rates, specific types of offenses, and various 
other types of phenomena. These techniques are currently being 
employed in attempts to understand better various types of crime 
patterns, An example from a rece11t publication will illustrate 
the use of this technique in this context (Harris, The GeograE~ 
£f--9~lme and Jpstic~, p. 21)a 

IMIIr,I_ I 

Table 2.5 

Intercorrelations by States between 
Reported Index Offenses 

MurReI' Hape Robbery Assatilt' Burglary Larceny 1ttttCl 
Theft 

RUrder 
1I,a . 

',45 828' - ~-....... 
It OJ ;gz -1000 .70 .12 .01 

Rape 1.00 .64 .65 .62 .63 .40 

Robbery 1.00 .62 869 .61 .62 

Assault 1.00 e4? .37 .27 

Burglary 1.00 .. 88 .75 
Larceny 1.00 .65 

~o Therp !.oq 

Problema Let :US take two different groups of states and 
oompare them in terms of the relationship between their total 
crime index and specific offensesa 

Region Bate/100,000 Murder Rape Larceny Auto 
Northeastern Tota.l Crime Theft 

Sta.tes Indes 
549.9 r» connectIcut 4,4'07.0 3.3 11.2 2,275·0 ,- . 

'Delawa~'e ~J949B6 . 10.3 1703 3,459.9 528.8 2. 

~: New York ,857.1 10.6 28.4 2 J 054,,4 567.5 
New Hampshire ~t143.9 3.5 8.4 1.973-0 2~9.0 

5. New Jerseay 4,771. 7 6.8 19.7 2,392.2 5 6.7 
Ow Maine 3,600.2 2.9 8.7 1,946 .. 0 197.7 

0" 
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RO(.l;ion Total Crime Inc'lex Murder Rape Larceny Auto 
l\Torth Contrftl StlltC38 Theft 
7. Ohio 4, '-23. n . ~.9 23.9 2,283.i' 402.lJ. 
R. M1ch1/!,an 6,514"6 13.0 3'1.1 3,331.6 63/~. 7 
9. Illinois 5,18 '.3 11. R 2'1.7 2,761.5 5al.l~ 

10. Wisconsin 3,641.1 3·0 11.3 2,417.8 2 6.1 
11. Iowa 3,413.7 1.9 10.1 2,282.1 219.1 
12. Indiana 4,336.9 8.0 23·5 2,396.0 393.0 
13. Kansas 4,300.4 6.9 19.7 2,516.9 238.6 

Southern states 
I4. Alabama 

. 
3,000.1 1)";0 ~2.7 1-;)08.7 250. b • 

15. Florida 7,387.3 14.7 36.0 3,939.5 482.9 
16. Tennessee 3,6.59.1 1304 25.7 1,575.6 346.7 
17. Georgia 3,912.4 17e8 27.1 11 660.8 347.1 
18. Louisiana 3,816.4 1600 25.2 1,956.2 341.7 
19. North 

Carolina 3,511.2 1107 15·5 1,647.1 18303 
20. Arkansas 3,300.7 11.2 23.9 1,745.3 163.9 

Western States 
21. Californ:'l.a 6:t346.S 9·5 40.6 3.525.5 638.8 
22. Colorado 6,165~8 6.0 36»5 3,354.2 a38 •6 
23." -Oregon 6,344.7 5.6 32.3 3,665.5 68.7 
24-. WashinGton 6,009.1 a· 1 29.0 ~,484.8 405.5 
25. Nevada 7,827.1 1 .8 45.2 -,086.0 606.1 
26. Arizona 8,221.7 9v6 37.5 lj., 518.6 602 .. 3 
27. New Mexico 5,212 .. 9 11.'3 24,,8 ~)873.4 306,,1 ..... ' • 

Sources Uniform Crime Reports, 1974, pp. 62-72 

;rnstruc;tiohS: 

1. Take all 27 statese Assume that this is a random sample 
(N = 27). Using each state as an observation, correlate each 
variable against every other. Prepare a correlation table. 
Order the correlations in the order they appear on the above data 
table. 

2", Take each reglon and run correlations of eacn variable against 
each other. How do the correlations come out (a) by reg~ons, (b) 
natiomdde? 

3.. Is there any 'f./Tay that you could describe each region in terms 
of discernible crime patterns? 



TABI,E V-Conti'liuM. 

5 peT cent (Roman) and 1 per cent (Boldfl!.08) critical valuca of F 

~I 
off. " 

3 6 6 7 II 10 40 100 00 

.1-------------------------------__________________ __ 
4.03 3.23 2.1'.14 !I.6l :I.M 2.84 :1.25 2.18 2.07 1.95 1.84 1.60 I.M) ~ 
'1'.31 5.18 ' •• n JotU 3.51 B.:.t9 3.12 2.99 2.80 2.56 2.37 :I.U 1." ~ 

4.01 8.22 2.81 2.60 2.M 2.32 2.24 2.17 2.011 1.~ 1.82 1.68 1.~7 1.411 
'In 11.15 4.l9 l.tl!l 3.40 3.26 3.10 2.06 ".'71 2.54 2.JS 2.OS 1.01 1." 

4.00 11.21 2.82 2.M 2.43 2.31 2.23 2.16 2.01S 1.92 1.81 1.6i1 1.56 1.48 
'U4 5.12 4.2(1 3.'1'3 3M .1.24 3m :I.1Ii 2:15 2.5Z !l.U 2.06 1.84 1.7S 

46 4,()6 3.20 2.81 2.67 2.'2 2.30 2.22 2.H 2.!U 1,(11 1.80 1.66 1.M UO 
'1.21 S.IO 4.24 3:16 .M4 3.22 3.05 2.1Il 2..73 2.50 2..lO 2.04 1.80S 1m 

48 4.04 3.10 2.00 !l.se lUI 2.00 2.21 2.14 203 1.90 I.N 1.04 1.63 t.46 
7.19' 5.08 4.:12 3.,.<1 3.U 3.20 3.tH 2.00 2.71 2.40 2.n :UI2 1.8-i 1.70 

4.03 ll.18 2.~ 2.:16 2.-&0 2.29 2.20 2.13 2.02 1.00 1.'nI 1.68 1.52 U4 
'1'.11 5.06 4.21> 3.'1'2 3.41 3.1' 3.02 2.88 :t.ro 1.46 a~ 2.00 I.IIZ 1.65 

4.02 3.17 2.78 2.M 2.38 2.27 2.18 2.11 2.00 1.88 1.76 1.61 1.Ii0 1.41 
1.12 5.01 4.1G 3.6e 3.37 3.15 l.P!! 2.15 2.M 2..(,3 2.23 1.OG 1.18 l.d-O 

00 "00 3.111 2.76 2.52 2.87 2.26 2.17 2.10 1.00 1.86 1.75 l.W US 1.1I1 
'1.011 4.98 UJ 3.65 3.34 .U:I 2.95 2.112 2.6.1 :1.40 2.:1(1 1.9J 1.7~ 1.&0 

6.'S 3.09 d.H 2.74 UI 2.8(1 2.2. 2.15 2.011 1.98 I M 1.78 1.57 1.46 l.37 
7.!K 4.95 .... 10 3.<11 3.31 3.00 ".93 1.79 2.61 a.l7 2.13 t.90 1.'1'1 1.$6 

70 8.08 8.12 2.74 2.60 2.34 2.23 2.14 2.07 l.1l7 1.84 l.n 1.56 1.41> 1.35 
'I'm 4.92 ".06 3.GO 3.20 3.r11 2.91 2.77 2.59 2.35 2.15 1.88 \.09 1.53 . 

80 8.96 3.11 2.72 2.(8 2.33 2.21 2.12 2.05 Uti 1.82 1.70 1.604 l.42 l.:n 
6.116 4.88 <II.G4 3~ .us l.06 2.rrt 3.74 2.55 2.32 2.11 I.M 1.(1$ 1.49 

100 3.94. 3.09 2.70 2.411 2.30 2.10 2.10 2.03 1.112 1.711 1.6JJ 1.111 1.39 l.Ji 
6.90 oUl2 3.00 3.51 3.20 2.99 2.3Z 2.09 2.51 2.26 2.00 1.70 1.lS0 l.4J 

1211 8.92 a.07 2.68 2.4\\ 2.20 2.17 2.08 2.01 1.90 1.77 1.M 1.(9 1.36 1.1I5 
6.1K 478 3.911 3.n 3.17 2.lIS 2.70 2.(1$ 2.17 2.23 2.0J 1.15 1.54 I.J7 

160 11.111 a.Ot! 2.67 2.43 2.27 2.111 2.07 2.00 189 1.711 1.&4 U7 l.lW l.n 
~.81 4.'7S 3.91 .11.44 3.14 2.92 2 76 :1!.62 2 .. £4 2.20 2.00 1.72 1.51 1.J.l 

3.61) 3.04 2.65 2.41 2.26 2.14 2.011 1.118 187 1.7~ UI:I Uti 1.3~r 1.10 
6.'16 Ul ~.M 3.41 3.11 2.90 2.'13 2.00 2.U U7 1.07 1.60 Ull' 1.:118 

3.flIJ 8.02 
tUn 40.66 

2.6' 2.39 
3.83 3.36 

2.23 2.12 2.03 1.96 1.85 1.72 
3.00 2.M 2.69 2.51$ ::I.J7 2.U 

1.60 1.42 l.~:~ 1.13 
1.02 1.6<1. 1.42 1.19 

..,.t..t\I __ ... _L(..:3:::::.~B4===__.Qll ___ 2_.60 __ 2_.a_7 __ 2_.2_1_2_.U9 __ 2_.1}_t_1.111 1 S3 Ulll 
" ~4.60 .MII 3.32 l.02 2.£0 2.~ 2.51 1!.3<l 1.07 

1.57 1,4{) 1.2. 100 
1.87 1.59 1..:kS lAO 

54 
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TADLE J ClilTic.r:/AI <Jf', Ill' 

Th. Iymbol T cJ.not., Ih" 1.ffl(Jllof wm 01 Ctlt\", O1J.().('ior.d W,.Jf dlrt.ferlc •• ''''ot t)f'Q 1";11 "f thQ '.om" ,it'" ~'}r .'](1)' 

oiv.n N (nurrJ.Htr of rru,t'~d d,lf'u~nc. •• ), Ihfl obtained T i. f;ig'ldir::Qn' t'Jt (I,U' "'"00'"' levef I It I' fl..q'Vol hI 1)r .I~~~ 
th. \totue ,ho'M"l It, ·hlft tabt., 
,.... - .-. -l~:~~'·~~ 'l~~:d~c:,rlr:" ./01 ()~~~+~~·~~.I.~d -;;st"1·-' 

N 

5 

6 

7 

S 

9 

10 

" 
12 
13 

14 

15 

16 

17 

18 
19 

20 

21 

22 

23 

24 

25 

26 
27 

25 

30 

35 

41 

47 

53 

60 

67 

7~ 

83 
91 

100 

liD 
119 

21 

25 
29 
34 

40 

46 

52 

58 

65 

73 

81 

89 

98 
107 

15 

i9 

2J 
27 

32 
37 

43 
49 

55 

62 

69 
76 

B4 

on 

12 

15 

19 

23 

27 
32 

37 

42 
48 
54, 

61 

68 

75 

ro 

II 
j 

I 

I 
i 

-~~; J~~~;~ l~(:-_i~ ~-

f
' level c:.::.,gnificor:..y. fc" I",~.t Jd':".' .~~:~­

-.~- _ .. '~ l~t " 1--:)~_-J 
20 lJO I 116 ! IIll i 91 I 

,00 
I 

I 29 1-10 126 i f iO 

3rJ 
, 

1~1 IJ? 

.II I 163 147 
! 

32 I 115 1$9 

33 187 170 

34 200 182 

35 213 195 

36 227 20R 

37 2~1 221 

38 256 235 
39 271 24~ 

40 286 264 
41 302 279 

42 319 294 

43 J~ 310 

« 353 327 , 
.(5 311 343 

46 389 361 

1,7 407 378 

48 426 396 

4$' «6 415 

50 ~ 434 

I 1 ~"1 

) 
13 ... 

140 
i ,51 I 

! 
I~ 

17'3 

185 

I :9!l 

~Il 

i 
;:24 

138 

f 

252 
2M 
7(11 

I 1\'!l 

312 

328 

.145 

362 

379 

397 

( 
I 
I 
I 

! 
! 

i 
I 

I , 

I 
I 

\ 

i09 

118 

128 

J38 

148 

159 

171 

161 

19,( 

2O~ 

.2(; 

2JJ 

247 

261 

276 

291 

307 

322 i 
339 I 

:~ I 
(Slight dl&C .... ""nci •• will b.. found btlv ..... n 1M critical values opp<laring in the lobI. abo"., ClOd in Tabl. 201 
tho 1964 ",vIsion of F. Wilcoxon, and R.A, Wilcox, So"", Rapid Approx:lll\lt. Statistical ProeodurQl, N.w York, 

" L.dfltlelaboratode., 1964. The diSflOrity tefl"etl tM lottor', polley 0/ $el.ctlng I"" critical valu. Monesl a 
glv.n d9"lilicQnC<l I .. vel, occo,lenoBy a" .. "loppl"9 that I."el. For "xompl., for N = B, 

tho ptt)bobllity of" T of:l = 0.0390 (two-toll l 

and 

the probobiHty of" T of <I = 0.0546 (rwo-tail). 

Wile",""" and Wllco>! .,,!ee! a T of 4 a. the critical value 01 th. 0,05 levol 01 significanc. ,Iwe-toil), wher .. at 
Tobl. J ronech Q more consarvotiye policy by ... tting Q T of 3 oS th0 rriricai volt,. al .hll '0'1.1 \ 

/ 
TABLE G CRITICAL VALUES OF r"", 
r-----r--------:L-.v~l;f~ignifi~~~~~~e--,;;i.d·t.;-;;---·~ --

.025 ol. __ LI_~.oo:.:.:~_ 

n· 

5 
6 
7 
8 
9 

10 
,2 ,. 
16 
IS 
20 
22 
2. 
26 
28 
30 

\ "n" nomboor of poln 

,05 

,10 

.900 
.829 
.714 
.643 
,600 
.564 
.506 
.456 
.425 
.399 
.an 
.359 
.343 
.329 
.317 
.306 

level af significance for two-toiled 'es' 

,05 .02 

1.000 
.886 
.786 
.738 
. oro 
.648 
.591 
.544 
,506 
.475 
.450 
.<128 
A09 
.392 
.3n 
.364 

1.000 
.943 
.993 
.833 
.783 
.746 
.712 
.645 
.601 
.364 
.534 
.508 
.4$.5 
,465 
,448 
.432 

.01 

1,000 
.929 
.881 
,833 
.794 
.n? 
.715 
.665 
.625 
.591 
.562 
,537 
.515 
.496 
.478 
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v' TABLE V. 

" per oont (RoIIlAIl) and 1 per cent (Boldfe.ce) critice.l v&.!U6I! of F' 

r=====;:::=============-:==="==== 

3 

1I s , 5 /I 1 II 10 H 20 -ro 100 .... 

10.13 9.55 11.28 9.111 1I.oI 8.l).( 8.8/j &.84 8.18 B.n M.M 8.60 8.511 8.~ 
34.12 JO..!12 29.46 Z5.'71 2<1.2' 21.91 21.67 27.49 27.23 20.02 ~6.69 26.41 26.23 l6.U 

• I 7.71 6.tH 6.59 6.l\1l /1.26 6.16 '6.09 6.04 ~.OO 6.87 ~.tiO 5.7: 5.66 6./13 
2l.ltl 1&'00 16.69 15.08 lS,SZ 15.21 B.OS 14..80 U.S{. 14.2'1 H.02 13.14 13.5'1 13.~ 

Il ! 6.Gl lI.7'9 6.41 6.111 6.05 4.\15 '1.88 •. 82 4.74 4.64 t.56 H~ UO •• ;<)(j 

a 

,. 

llU6 13.27 l;LOG 1l.l9 10.9'1 10.47 10.45 10.27 10.05 9.'11 IUS 929 11.13 0.02 

11.99 6.14 V6 .usa 
13.7' 10.112 9.n 9.15 

C39 4.28 4.21 '.16 4.00 3QO 
8.'13 1l.47 1l.Z6 8.10 7$1 7.60 

3.87 3.77 8.71 3.87 
7.3\1 7.14 6.119 IU!$ 

6.511 4o.r. 4.35 4.12 3.97 3.87 3.79 3.73 3.63 3.52 3.44 834 3.28 3.23 
12..2lI II.!S 11.45 7.85 7.~ 7.19 7.GO 6.84 6.62 6.35 6.13 S.W 3.'15 !I.OS 

I 5.3:1 4.0\6 '.07 3.84 3.69 3.58 3.SO 3.H 3.34 3.23 3.15 3.0~ :.: 9b !l.1I3 
Il.2G &oM 7,SO 7.01 6.63 6.37 O.lP 6.OJ 5.82 5.~ 5.30 S.!I ~.90 ~.lI6 

9 I 6.12 4.28 3.86 3.!13 3.48 3.31 3.:lIl 3.23 3.13 3.02 2.\13 2.q~ Z.7iJ l.71 
10.56 11.02 6.99 6.42 0.06 5.80 5.62 5.47 5.20 5.00 4.!O"'56 ' .• 1 4ol1 

10 I 4.90 4.10 3.71 3.48 3.33 3.22 3.14 3.07 2.91 2.86 2.77 20; 2.~9 2.64 

11 

12 

13 

H 

I.> 

16 

17 

18 

10.04 7.56 6.55 5.99 S.6-i 5.39 5.21 5.0\'1 4.as 1.00 4.41 -4.17 4.01 3.'1 

'.M 3.98 3.59 3.36 3.20 3.01/ 3.01 2.95 2.86 2.74 2.65:1 "3 2.45 240 
9.65 7.20 0.22 5.67 5.32 5.07 4JI4I 4.7~ 4.s4 .• ..211 -4.10 l..lle l.10 l.60 

•. 75 3.88 ~.4g 3.26 3.11 3.00 2.1l2 2.85 2.76 2.fi! 2.M 2.~Z ~,35 2.30 
\l.3J 6..93 5.95 5.41 5.06 4.n 4.6S • .so i 30 ... 05 l.U ~.61 3.46 J.l6 

4.G7 3.80 3 41 
9.07 6.70 5.74 

:1.18 
'.20 

3.02 2.92 2.84 2 n 2GT 2.5~ 

4.86 4.02 4.« -4.30 4.10 3.!5 
2.46 2:H 
.3.07 ".42 

22/1 2.21 
J.27 3.10 

•. 00 3.14 a.a. 3.11 2.96 2.8.5 2.,'7 2.10 2.00 2.48 2.W 2.27 2.19 2.13 
5.li6 6.51 5.56 !I.OJ 4.09 4.46 4.2a ~.H 3.00f 3.10 3.5t 3-'t0 3.11 3.00 

4.M 3.68 3.29 3.06 2.90 2.19 2.7C 2.64 2.SS 2.43 2.33 lI.:ll 2.12 11.07 
a.6a 6.36 5.42 4.89 4.56 4.32 4.14 4.00 l.W 3.56 3.36 3.12 vn 2.17 

4.40 3.!13 3.24 3.01 2.85 2.U 2.M 2.50 2.iP 2.37 2.28 2.10 2.07 2.01 
1.53 6.2J 5.29 4.n 4.44 4.lO 4.OJ 3.&9 l.CW ~.-U 3.25 3.01 2.00 2.75 

4045 3.59 320 2.96 
1.40 6.11 S.lll •• (\7 

2."1 2.70 2' 62 2.66 2.(5 2.33 
U1 ... 10 3.0l 3.711 3.59 3ol5 

•. 23 2.11 
3.10 2.n 

202 196 
2.76 1.0j 

1.4 I 3.55 3.16 2.9J 2.77:2 ti6 2.68 2.61 2.4! :: 2" ? Iii ::~. i "k : 9. 
&.ZI 6.01 5.(;<) '.54 423 '1.01 J.llS J.n 3..51 J.2~ J.G7 l.a.! ".::>" '.~7 

Table V iii &brid~ from TablE< 10.53 of SnedOO0 . Stali<;tical .'if ~'v.m. ~'.=.. .. n.:UL 
1956, Io'll'l1 StAte Colle-ge PI'NG, A ... "s. JOWII, by perroWtdQll vf toe ::.~ttl·,r a.!.J publiBher 
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TABLE V-C~ued 

5 per cent (RomAn) IUld 1 per cent (Bold(!'.C6) critical values ot F 

;;z'1 

I 
:2 3 4 f, 1\ 7 8 10 14 20 110 100 .. 

<1/. 

, 
111 

20 

21 

22 

2;j 

24 

~ 

26 

n 

$li 

l!.I 

210 

32 

J.I 

r 36 

Jr, 

'.38 a.S2 3.13 2.00 
ILl 1 5.93 5.01 4.50 

2.74 2.68 2.515 2.48 2.38 2.26 
4.17 3.114 l.77 3.63 3.4J 3.19 

2.111 2.02 
l.OO 2.76 

1.114 
2.00 

1.811 
l.~ 

4.M a.,,~ 3.10 2.87 2.71 :.60 2.M 2 •• 5 2.36 2.23 2.12 1.pg 1.90 1.84 
11.10 B.85 4.114 4.43 4.10 3.47 3.'11 3..56 3ol7 J.U 2.114 2.09 2.5.3 2.~ 

4.311 3.47 3.07 2.U 2.68 2.67 2 .. ,,, 2.i2 2.32 2.2') 2.09 1.ll6 1.87 1.8! 
a.02 5.78 "-i7 4.J'1 UH 3.111 3.M 3.51 3.31 3.01 2.8tl 2.6J 2.47 2.34 

4.3(1 3.4-4 3.0·; 2.1'2 
7.114 S.72 •. 1!l2 •• 31 

2.M v,.~ 2.i7 2 .• 0 2.30 2.18 
3.!XI 3.76 3.59 3.45 3.26 3.02 

2.07 1.93 1.84 !.7S 
2.1!.l 2.58 2.42 2.31 

4.211 :1.42 3.0a 2.80 2M 2. ',3 2.4,~ 2.38 228 2.14 2.04 1.91 1.82 1~~ 

7.8$ 5.!l6 -1..76 ~.Z6 3lH 3.n 3.:14 3.41 3.21 2.91 2.78 2.5J 2.31 2,26 

-( 21\ 3.-10 3.M 2 i8 2.62 2.'\1 2.4:' 2.36 2.2; Z.!3 2.02 18!l 1.80 1.73 
7.8Z S.1I1 •• 72 -1.22 3.90 3.61 J.SO 3.36 3.11 2.93 2.7. 2.49 2.33 Z.21 

4.24 3.3~ 2.P'l 2.70 2.60 lAO 2.41 2.34 224 2.11 2.00 1.87 1.77 1.7: 
7.77 S's7 ~.6S 4.l8 3.M 3.63 3.~ 3.32 3.13 2.119 2.70 :MS 2.29 2.17 

422 3.37 298 2.U :.;;9 2.47 2.39 2.32 2.22 2.10 1.9f1 1.85 l.i6 1.60 
7.7l S.SJ 164 4.14 ~.&Z 3.59 3.42 3.29 3.09 2.81) 2.66 241 2.25 2.1J 

4.21 3.M 2 96 ~.73 2.57 'M6 237 2.30 2.20 2.01> l.1l7 1.84 l.H 1.117 
7.63 5.019 4.60 ·U 1 3.79 3.56 3 . .39 3.24 3.06 2.83 2.63 2.38 2.:11 2.10 

~.20 334 2 ~1 2.71 2.511 2.U 2.36 2.20 2.111 2.061.06 1.81 1.72 1.d.S 
7.6-i S.45 ~.57 4.07 3.76 3.S3 ~.3!l .l.l3 J.03 2.80 2.00 l.J5 ~.IB 1.06 

4 '':I ;J 33 2 \I:' 
7.60 S.il 0{ 5-l 

,,, ....... 
... ,1\.1 

4.04 
:!}.,. 2.43 
3.73 3 . .50 

2.:>" 
3.33 

~ 2.iil ".11) ~.C~ 

3.20 3.CO 2.n 
lIN 1.'!O : 71 1.6-1 
:.57 2.3Z 2.1S 2..0..! 

'17 3.32 292 2.tIII 2 ~3 2 .• 2 2M 2.2'1 2.16 2.(}I 1.93 1.711 1.t19 l.a:< 
7.56 5,39 '.~I 4.02 3.70 3 •• 7 330 3.17 2.9& Z.7-4 2..s$ 2.~ ~.13 1.01 

4 15 3 30 200 2.67 2 .. 51:/ 40. 232 2.:6 2.14 2.02 l.IlI 1.71S 1.67 1.59 .,.so !U~ 4.46 3.P7 3.66 3.-1.2 3 . ./$ 3.12 2.9. 2.70 2.51 2.25 2-D.!: I.l'<l 

(1:. ~ ~s 2,,, Z Il' 2AQ 218 230 223 212 2 00 ~ Il9 1.74 1 fi! J.S7 
1 H 5:l1' 4.42 39.. l.61 J 3/1 ~ ,1l~.OIl 2.!W 2 ~ 2~7 2.21 l.O4 1.91 
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TABLE V-Conlinmtl 

5 per cent (Roman) and 1 per cent (Boldfaoo) critical v!!.lu('l!J of P 

:I 3 

"-03 3.23 2.M 2.61 
'1.31 II.U: 4.31 3.83 

4.01 8.22 2.83 2.60 
'1.:A'1 11.15 4.20 3.ao 

4.03 11.21 2.82 2.58 
T .. U 5.l2 4.2G 3.'78 

4,06 3.20 2.81 2.57 
'.21 lUO ".2oA 3.16 

4..04. 3.10 2.80 2.56 
. '1.l0· S.()8 4.n 3.'14 

4.03 S.18 lUI) 2.56 
'1.17 5..06 '.W 3.72 

4.02 3.17 :U8 2.540 
'1'.12 11.01 UG 3.61 

•• 00 3.16 2.76 2.152 
1.08 .•• Iltl 4.13 3.65 

lUO 3.14 2.75 UI 
7.04 ·US .,10 3.1'l2 

3.03 3.13 2.74 2.50 
7.01 ".92 4.08 3.00 

8.06 3,11 2.72 2.48 
6.96 ".1l8 4.04 3.5<1 

3.94 3.00 2.70 2.46 
6.90 4.8l 3.00 3.51 

6 1 • 10 

2.M 2.M 2.25 2.18 2.07 1.06 
3.!1 3.l9 3.12 3.99 2.00 Uk! 

2." 2.32 2.24 2.11 2.0t! 1.9;\ 
3.49 3.26 3.10 2.96 2.71 2.54 

2.48 2.3t 2.23 2.111 2.0Il 1.92 
1.46 3.24 3.Q'1 2."" 2.'1'5 :1.52 

:1.42 2,80 2.22 2.14 2.04 UU 
3.44 3.12 3.0S 2.'» 1.73 2.50 

:1.41 2.80 2.21 2.14 2.03 1.90 
.3042 3.20 3.001 2.90 2.71 2.43 

2.~1) 2.2\) 2.20 2.13 2.(}~ 1.00 
3.41 ,US 3.0:1 2.88 t.70 2.46 

2.88 2.27 :US 2.11 2.00 1.88 
3.37 .UII :1.98 2.~ :t.0lS 2.43 

l!.S1 lUll 2.11 2.10 I.GG 1.86 
l.3«l l.12 2.95 2.82 2.63 2.40 

2.3t1 2.24 :L15 2.08 1.98 1.811 
3.3t 3.09 2.03 Z.'1'9 2.61 2.31 

2M 2.23 2.14 2.01 1.91 I.M 
3.:29 3.07 2.01 2.TI 2.59 2.35 

2.88 2.21 2.12 2.05 1.05 1.8:1 
3.26 3.006 un 2.14 2.55 2.3:l 

2.30 2.19 2.10 2.03 UHI 1.79 
3..20 2.99 2.8l 2.69 2.51 2.26 

20 ~o 100 on 

l.M 1.6Il l.50 ~ 
2.37 l.ll 1.H ~ 

1.82 1.68 1.111 1.41l 
US 2.06 1.01 1.'1a 

Ul 1.1\1'1 I.~ 1.41l 
2.3% 2.06 1.1\8 1.'15 

1.ao 1.&6 1.64 1.411 
2.SO 2.04 1.86 I.n 

1.19 UK 1.53 1.4l! 
2.23 2.02 1.tH 1.70 

1.'I'Il 1.113 I.S:1 l.H 
2..26 Z.OO 1.82 1.C!C 

1.16 l.Gl 1.50 1.-41 
2.23 1.98 1.'111 1.64 

1.15 1.&9 1.48 1.39 
2.:<1 1.93 1.14 1.C'Al 

1.13 US1 Ut'l 1.37 
:ua 1.00 1.'11 J.IloIl 

1.72 1.56 1.45 1.85 
2.15 1.88 1.00 1.!lJ 

1.70 1.64 1.47 l.n 
2.11 1.114 I.GS l.tII 

1.68 1.&1 1.311 l.JII 
2.00 1.79 UO 1.43 

125 a.O!! 3.0': 2.68 :1.44 2.211 2.17 2.08 2.01 1.00 1.7'1 1.66 1.411 1.3il 1.35 
6.M 4711 3.04 3.47 3.11 2.95 2.'111 2.45 3."" 2.23 2.03 1.75 1.$4 l.J'I' 

150 11.91 3.00 2.07 2.43 2.21 2.16 2.01 2.00 1.8lI 1.7" 1.64 1.47 l.~ l.n 
CUt 4.75 3.91 3.44 3.1(0 2.92 2.76 2.62 2.44 UO 2.00 1.12 l.51 1.33 

3.89 8.04 2.63 2.41 2.26 2.14 2.03 1.98 1.87 1.74 1.62 l.415 1.32 1.19 
6.74 4.11 3.M l.U 3.11 2.90 2.73 Z.OO 2.41 2.17 1.11'1 1.69 t.n 1.23 

8.86 8.02 2.11:1 2.39 
6.10 4.0<1 3.83 3.36 

2.23 2.12 2.03 1.116 1.85 1.72 
3.00 2.SS 2.69 2.55 2.3'1 2.U 

f'. ~4.60 3.78 3.32 3.0% 2.80 2.6\\ 2.51 2.32 2.01 

1.00 1.42 I.2q 1.13 
1.92 1.64 1.42 1.1' 

1.57 1.40 1.2-\ 100 
1.1l7 1.50 1.3(; 1.00 .rt.-fV __ OO_.L-(..:::'~S6::...._'0Il __ 2_'_OO __ 2'_37 __ 2_'_21_2_'0_9_2_'O_1 __ 1.04 1.83 LOll 

--------- .--.----
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TAkE J CRITICAL VALUES OF T 

The ,)!mbal T denote. th .. 1nI01I$' .un. of rank. ouociatcd with difference. that are oll.of Ih ........ ,iQl1. For on~ 
IIlvon N (numbo, 01 ra"k.d dlf(e"'"c'''), Ihe al:!lained T h ,ignificont at a give" levol if it i, eq<Ial to or Ie ... tho<! 
the \talu. mown In tho tabl.. ---

r -----,-
lwei of ai9'1if/cancG for _-toiled t.at Level of ,ignif/can"., for ono-tailed le,t 

-
.05 .02..5 .01 • OOS ',05 .025 .OJ .005 

level of .ignifoc""c .. for lwo-taUed I." Lawel af significance (0' two-tailcd tut 

N .10 .05 .02 .01 N .10 .05 .02 .01 , 0 -- -- -- 28 130 116 101 91 

6 2 0 -- -- "fi HO 126 110 100 
7 3 2 0 -- 30 lSI 137 120 109 

8 5 3 I (} 31 163 147 130 liB 
9 8 5 3 I 32 175 IS9 140 128 

10 10 . 8 5 3 33 187 170 151 138 

II 13 10 7 5 34 200 182 162 148 

12 17 13 9 7 35 213 195 173 159 

13 21 17 12 9 36 227 208 18.5 171 

I .. 25 21 IS 12. 37 241 221 1% 182 

15 30 25 19 15 38 256 235 211 194 

16 3:. 29 23 19 39 271 249 224 2Q7 

17 41 34 27 23 40 286 264 238 220 
18 47 40 32 27 41 302 279 252 233 
19 53 46 37 32 42 319 294 266 247 

20 ~ 52 43 37 43 336 310 281 261 

21 67 58 49 - 42 44 353 327 296 276 
22 75 65 55 ~ 45 371 343 312 191 

23 83 73 62 54 46 389 abl 328 307 

24 91 81 69 61 47 407 378 US 322 

2:1 100 89 76 68 48 426 396 362 339 
26 110 98 84 75 49 446 415 379 3.55 

27 \19 107 92' 63 50 466 434 397 373 

(Slight dlocrepanclo. will bet found bat_vn Ihe critical value. appeoring In th .. tabl. above and In Tobl. 2 of 
1M 19M levl,ton of F. Wilcoxon, end R .A. Wilcox, So"", Rapid ~O)(imal. Slotittical ProcC>dure" Naw York, 
Ll!loorlo lcbofolorl.tJ, 1964. Tho disparity rofloell 1M IOfter', poC{OI ""I~"ng the crlllcal ""I ... n"o",,' 0 
IIi....., slgnlnconcGl 1.",,1, occasional! y a.onl.pplng thaI l.v .. l. For el(Qmpl .. , for N = D, 

th. ptebobility of 0 T of 3 = 0.0390 (IWO-Iall) 

end 
, the probability of a T of 4 '" 0.0546 (two-toil). 

Wllc(!>(Otl and WlI_ ",Ieel a T of 4 0' the critical value 01 Ih<> 0.05 level of .igniflcance (fwo-tail), whe,.01 
Tobie J nltl",e" a more COtlaervatlv .. polley by ""ting Q T af 3 as tho critical value at this lev .. I.) 

/ 
TAIL! G CRITICAL VALUES OF (rloo 

Level of significance for ol'l<1-toiled 10011 

.05 .025 .01 .005 

Leval of lignificanc .. for two-toiled te" 
n" .10 .05 .02 .01 

5 .900 1.000 1.000 .-
6 .829 .886 .943 1.000 
7 .714 .786 .993 .929 
Ii .643 .738 .833 .881 
9 .600 .683 .783 .833 

10 .564 .648 .7<Ut .794 

12 .$06 .591 .712 .777 
14 .456 .544 .645 .715 

16 .425 .506 .601 .665 

18 .399 .475 .564 .625 

20 .377 .450 .534 .591 

22 .359 .428 .508 .562 
2'- .343 .409 .48.5 .537 

26 .329 .392 .465 .515 
28 .317 .377 .448 .496 
30 .306 .364 .432 ,479 

• "n. number of f'IIirl 

59 
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Pl!bU.e Edu.c.a.tJ.on 
peJr. studen;~ fx.pen.cLU~vu. 

y 

.. $ .. .:.-.....;...--.:...:....;..:._. __ ._. ~.: 

252Q 534 
4272 922 
3568 695 
3944 842 
2194 416 
2890 609 
442J 1231 
3119 904 
3051 657 

, • Compute. (!DlIJtef.a.twn be'~!fl1e.er.i X and ~'" 

fo Compu;te .ttegllu.~.wn equa.tu.m V -'- u,bV 

RVtM 60ft. 193 OMeJc'l.:a:ti..ji'~ I.m h \!/1'ft":.ob,,,,~ .. 
l1JTER 6-i'?i1. CPJHEB,Ac(13. 
CORR 'RACE' a.mi JAi to 
P£GR BNVAgr dt£;oe.~?/:te.:'l,t ,:(,jU.:Lb!e, 

c7.gtLi.~!.6,t O~fE;1JS • .[}t.it?~!I(i;de.'f!t .. t.V. ~l:,.;:':j? 
COE'i' :w view C;"~8t i,J,(~,.(enjA • 
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After you have successfully logged in you lleed to obtain 
the program named IDA (Interactive Data Analysis.) To do this 
you type "GET-" followed by "$IDA" and a carriage return. 
Therefore the first thing you would type after you have loggf'd 
in is: 

GET-$IDA 

Now you have to be able to put IDA to work for you. To 
do this you would type RIm followed by return: 

RUN 

Now you are under the control of IDA and only IDA co~nands 
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are valid. HP system commands will no longer be accepted until you get 
out of IDA. 

SAMPLE SESSION - Entering Data Using IDA 

The following is a sample session that introduces you to all 
you need to know in order to obtain infonnation about IDA and to 
enter data using IDA. 

IDA is a self-documenting program. That is, the program 
itself will provide you with all the instructions you need in 
order to use its various capabilities. Below you will find a 
brief description of some of the more important documentation you 
need in order to use IDA and the IDA commands you use to get it. 

After you type 
GET-$IDA 
RUN 

the program will answer you with a greeting either GOOD MORNING, 
GOOD AFTERNOON OR GOOD EVENING followed by NEW· COMMAND CHANGES 
IN tNEWS' and NEED HELP? 

If you type Y or YES after this questiop, you will obtain 
much of the basic infonnation you need to run IDA. Included in 
this is the following: . 

1. That there are three prompt levels to IDA. Level 1 
prompts are very detailed, level 2 prompts are less 
detailed, and level 3 prompts are at times cryptic. 
Prompt level 1 is in effect unless you change it by 
issuing the IDA command CHGP. The first time you 
run the program I strongly suggest that you answer 
YES to the NEED HELP? question. 



2. That there are two IDA commands that you may use to 
obtain information about all other IDA commands. 
To get a list of IDA commands by function you can 
type COMM. To get an explanation of all the commands 
in a group, such as Data Definition, you would type 
INFO. I strongly urge you to make extensive use of 
INFO since it can provide you with a short concise 
definition of each command or only one command in 
a group' as well as general comments about IDA. 

3. That you can enter data into IDA by using the IDA 
command ENTER. Normally you can enter a maximum 
of 100 rows (observations) and a maximum of 19 columns 
(variables) of data in an IDA data matrix. But this 
can be changed by using the command RDIM to redimension 
to more rows (a maximum of 563) but only at the expense 
of fewer columns (a minimum of 1.) 

4. That the symbol ">" is IDA I S command readiness symbol. 

5. That you can get out of IDA and back under the control 
of the HP system by issuing the IDA command QUIT. 

Now let's look at how we would enter data using IDA. I will 
underline what I typed into the terminal. 

HEL-F999,XXX 

CRE~DUTTlzl 

GET-$IDA 
RUN ----
DEC 17 1975 10:00 P.M. 
GOOD EVENING 
NEW COMMAND CHANGES IN 'NE\OlS' 
NEED HELP? N 

H e!l.e 1 lL6 ed .the HP .6 Yl.dem 
c.ommand "eRE-II .to open a 
6Ue .that r named IlVUTT1." 
Tw 6Ue will.. be. w.,e.d .taX.e!l. 
:to ;.,:tolLe da.:ta., The. 7 a6.te!l. 
.the. c.omma me.a.n.6 :tha..t the. 6Ue. 
will be one. 1te.c.olLd in teng:th, 
:tha..t i.6, d will .6.tOIte. up :to 
128 numbe/1..6 (no:t jlL6:t. dlgit.6.) 

Now you a.lte unde!l. IVA c.ontltot 
and c.an no to ng e!l. u..6 e. HP .6 Y.6.tem 
c.ommand.6 . 

I aMwe!l.ed no he!l.e. .6inc.e. I am 
6a.mUiaJ[ wLth .the plLoglLam. Onc.e. 
ycu nave. an.6we.lte.d 1je..6 .to :tfU.6 
qUe..6ti.on and whe!l. .6.tudie.d OIL 
ke.p.t .the 1Le..6 paM e., :the!l.e. i.6 no 
ne.e.d :to a.n.6We!l. ye..6 again. Noti.c.e. 
.tha..t Y aHd N a.lte .6a..:t:.L6 6a.c..tolLfj 
abblLe.v)"a.;U,On.6 60IL YES and fJO 
lLeopec.ti.ve£y. 
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> ENTER 

WANT EXPLANATION ? N 

Th.i..-6 M the command uoe.d tc e.Hte/l da.ta 
Mlng IVA. 

* HODE OF INPUT : FROM I FILE' OR 'TERMINAL'? T 

* SAMPLE SIZE (N) = 20 

* NO. OF VARIABLES (K) = 1 

ThM -UtcU.ca.tu tha.t 1 am go,[ng .ta 
en:teJl the data. ~Jtom the teJun.tnai. 

HelLe 1 teet .the phO~ri11m tha.:t 1 
have twenty 'tow!> on dnta. 

HeAe. 1 tefi the p!togJta.m .that 1 
have -D.vu co-r.wnYL6 06 data. 

ENTER ELEMENTS OF MATRIX BY ROWS BELOW: 

ROW 1 
ROW 2 
ROW 3 

?? 263.3 

ROW 4 
ROW 5 
ROW 6 
ROW 7 
ROW 8 
ROW 9 
ROW 10 
ROW 11 
ROW 12 
ROlol 13 
ROW 14 
ROW 15 
ROW 16 
ROW 17 
ROW 18 
ROW 19 
ROW 20 

? 
? 
? 

? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 
? 

230.5,249.6 
232.82~55. 7 
239.4 

250.8 z275.4 
255.7 2 728.3" 
274.2 2 296.7 
281. 4 z 309.3 
288.2 2 315.8 
290.1 z318.8 
370.3 2333.0 
316.1 1 340.2 
322.5 1 350.7 
338.4 2367.3 
353.3 2 381. 3 
373.7 2407.9 
397.7,435.0 
418.1,458.9 
430.3 2477.7 
452.6,497.6 
466.0,509.4 

No:te the c.om!'ita betwee.n each entity 
only two nwnbeM peIL Jz.ow. Afwa.yl.:J 
fLU QMJt,[ag e !te"tWLn a MeA eac.h !tOLO. 

HeJle 1 (U;t :the c.MJU.age. '1. (>;(:OJO'1 beo0f11) 
I -UtpCLt :the l.:Jec.ond vatu:a.bte.. IVA 
c.a.me. 6ac.k wUh "??" :to a.l.:Jk me 6o!t 
the l.:Jec.ond nwn6e.'1. wluch I typed .{jT. 

HeILe I typed 728.3 {YL6:tead 06 278.3 
out I {U;t c.aJrJt..iage !te.:tu./tn 6e6011.e. 1 
notic.ed U. ThelLe6o!te r w.U£. have 
to c.ha.nge U tMeIL. 

DATA MATRIX NOW DEFINED FOR 20 
ROWS (OBSERVATIONS) BY 2 COLUMNS 
(VARIABLES) 
COMPUTING MEANS STD. DEVS. (S) ... 
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) eHGO 
IDA66.AlOI 
IDA66.AIOI 
WANT EXPLANATION ? N 

TIU!., c.omma.n.d allow.o me.. to c.ha.Ylge.. 
the.. m-wtype..d data lie..m o/tom 72 [) • 3 
to 278.3. 

GIVE ROW NUMBER I, COLUMN NUMBER J, 
AND THE NEW DATA VALUE X ( I, J) : 
I, J, X(I,J) = ? 5,2,278.3 

UPDATING MEAN(S), STD.DEV.(S) ... 

) PRTS 

WANT EXPLANATION ? N 

He..Jte I have the data ma:tJUx plUMed 
agtUYl to mal:>.e .6W!.e I have. c.oJVte.c.:te.d 
:the, e..JtIt.Oir.. 

TO PRINT SUBMATRIX BETWEEN ROWS II AND I2 INCLUSIVE, 
GIVE 2 ROW NUMBERS, SEPARATED BY A COMMA, FOR II AND 12, OR 
FIRST ROW, LAST ROW = ? ~ I a.5/z li on1.y :to p/t-i.n:t the. 6.0'L6:t 

6-{.ve /tow;., .6..tn.c.e /tow 6-{.ve J..6 whe..Jte 
:the. eJLltolt. a c C. u}(ft e d . 

* DO VARIABLES TO BE PRINTED OCCUpy 
CONSECUTIVE COLUMNS OF DATA MATRIX ? Y 

GIVE 2 COL. NUMBERS, SEPARATED BY A COM}~, FOR: 

FIRST COL., 

ROW 

* 1 * 
* 2 * 
* 3 * 
* 4 * 
* 5 * 
') FSAV 
IDA19.AlOl 
IDAIO.AlOl 

LAST COL. =: 

CONS 

230.50000 
232.79999 
239.39999 
250.79999 
255.70001 

? 1,2 

DI 

249.60000 
255.70001 
263.29999 
275.40002 
278.29999 

TIU!., c.ommand Mk..6 IVA :to .cave. the. 
data mwux I have jUl.Jt e.n:teAed. 

WANT EXPLANATION ? N 

* NAME OF OUTPUT FILE TO SAVE DATA MATRIX IS DUTTl 
WANT ENTIRE ACTIVE DATA MATRIX SAVED ? Y 

THE FOLLOWING ARE 
20 2 

NAMES: 
CONS 
D1 

No:te. I .6ave.d the. da.ta A.Jl the.. OJ..le 
:tha.t I ope.ned at the. be.g.i.nn.lYlg 
06 the. .6e6J."tOYl be.nOlLe I we.n:t ..tntc 
IVA. 

NOW SAVED IN '"DUTTl' 
, AND THE 20 BY 2 DATA MATRIX 

YOU ~~Y ADD EXTRA TEXT, ONE LINE AT A TIME, TO DESCRIBE 'DUTTI'. 

/j 

.-

. . 
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YOU MAY GIVE EACH VARIABLE A 1 TO 6 CHARACTER NAHE. 
YOU ARE STRONGLY URGED TO SUPPLY NAMES FOR YOUR VARIABLES. 
IF YOU DO, SEQUENCE PLOTS, TABLES, ETC. WILL BE LABELED. 

WANT TO SUPPLY NAME(S) ? Y 
PLEASE GIVE NAME OF: 

VAR. 1 ? CONS 
VAR. 2 ? DI 

"';I' PRTS 
IDA25.Al01 
IDA25.A101 
WANT EXPLANATION ? N 

Thi.-o c.a/LO M :the ma.;ttUx 06 da.:ta. 
1 have j/LO:t -trlPiU: /LObtg :the 
;teJlmbtai. ;to be. pJUn..ted aiU:. 

TO PRINT SUBMATRIX BETWEEN ROWS fa and 12 INCLUSIVE, GIVE 2 ROW 
NUMBERS, SEPARATED BY A COMMA, FOR II AND 12, OR FIRST ROW, LAST 
ROW"" 11,20 . 

* DO VARIABLES TO BE PRINTED OCCUpy 
CONSECUTIVE C~LUMNS OF DATA MATRIX ?YES 

GIVE 2 COL. NUMBERS, SEPARATED BY A COMMA~FOR: 

FIRST COL., LAST COL. =, ? 1:.. 1 

ROW CONS DI 

* 1 * 230.50000 249.60000 

* 2 * 232.79999 255.70001 

* 3 * 239.39999 261.29999 

* 4 * 250.79999 275.40002 

* 5 * 255.70001 728.30004 

* 6 * 274.20001 296.70001 

'* 7 '* 281.40002 309.29998 

* 8 * 288.20001 315.79999 

'* 9 'It 290.09997 318.79999 

* 10 '* 307.29999 333.00000 

* 11 * 316.09997 340.20001 

* 12 * 322.5C1000 350.70001 

* 13 * 338.40002 367.29998 

* 14 '/I: 353.29999 381.29999 

* 15 * 373.70001 407.90002 

* 16 * 397.70001 435.00000 

* 17 * 418.09997 458.90002 

* 18 * 430.29998 477.70001 

* 19 * 452.59997 497.59997 

* 20 * 466.00000 509.40002 

..,. PAUS Thi.-o c.ommand ;te-U.6 IVA to pau..6 e. - 604 a while. to give. me. a c.hanc.e. 
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:to examine. the da.:ta. ~n:t.e.d above.. 
I note. that I have. ~type.d the. 
~e.c.ond vaJUable. in the. 6i6th 40W. 



WANT TO ADD SOME TEXT ? Y 

WHEN DONE, USE 'CARRIAGE RETURN' KEY ONLY. 

INPUT LINE OF LESS THAN 73 CHARACTERS. 
DATA ON PERSONAL CONSUMPTION AND DISPOSABLE INCOME FOR 

INPUT LINE OF LESS THAN 73 CHARACTERS. 
1950-1969 FROM DUTTA ECONOMETRIC METHODSLROB~M 3 CHAPTER 2 PAGE ;)8 

INPUT LINE OF LESS THAN 73 CHARACTERS. 

TEXT SAVED AT END OF 'DUTT1'. 

Now the data are in a file which is in my own library. ThE' 
data will stay in that file until I either save other data in 
DUTT1 or I kill the file. 

) FILE 
IDA27.A10l 
IDA27.A101 
NAME OF FILE TO PRINT IS ? DUTTI 
FIRST ELEMENT OF 'DUTTl' IS-~ 
SECOND ELEMENT IN 'DUTTl' IS-2: 
'DUTTl' PROBABLY HAS DATA MATRIX OF 20 ROWS AND 2 COLL~S. 
HOW MANY ROWS DO YOU WANT TO PRINT ? 10 

ROW 1 
ROW 2 
ROW 3 
ROW 4 
ROW 5 
ROW 6 
ROW 7 
ROW 8 
ROW 9 
ROW 10 

* WANT 

NAMES: 
CONS 
DI 
TEXT: 

TO 

230.5 249.6 
232.8 255.7 
239.4 263.3 
250.8 275.4 
255.7 278.3 
274.2 296.7 
281. It 309.3 
288.2 315.8 
290.1 318.8 
307.3 333 

CHECK NAMES OR TEXT IN 'DUTTl' ? Y 

DATA ON PERSONAL CONSUMPTION AND DISPOSABLE INCOME FOR 
1950-1969 FROM DUTTA ECONOMETRIC METHODS PROBLEM 3 CHAPTER 2 PAGE 68 
END OF FILE CONTENTS. 

Now let's look at how you enter data from a file instead of 
a terminal. 

) ENTER 
IDA23.A101 
IDA23.AIOl 
WANT EXPLANATION ? N 

: 

-. 



" 

FURTHER USE OF' 'ENTE' WILL ERASE 
DATA Nay) IN FIRST 20 ROWS, 2 COLUMNS. 
WANT TO CONTINUE WITH 'ENTE' ? Y 

* MODE OF INPUT FROH 'FILE' OR 'TERMINAL' ? F 

NAME OF INPUT FILE IS ? DUTT1 

* ARE THE FIRST TWO ELEMENTS OF YOUR DATA FILE 
VALUES FOR N AND K (SIZE OF DATA MATRIX)? Y 

DATA MATRIX NOW DEFINED FOR 20 RmIS (OBSERVATIONS) 
BY 2 COLUMNS (VARIABLES) 
COMPUTING MEANS & STD.DEVS.(S) ... 

PROVISIONAL NAME OF: 
VAR. 1 IS CONS 
VAR. 2 IS DI 

WANT TO SUPPLY NEW NAME(S) ? N 

) PRTS 
IDA25.A101 
IDA25.AlOl 
WANT EXPLANATION ? N 

TO PRINT SUBMATRIX BETWEEN ROWS II AND 12 INCLUSIVE, 
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HeJ1.e. I :tell :the 
eompLdeJt :that 1 
cool1:t :to e.ntVt data 
6Jtom a n.i.le. 

NOTE: 16 :the 6Ue 
wa.6 cJtectted by TVA 
you ml.L6t aMWelt tju 
:to :tJi1X""" qu.u.Uo n . 

GIVE 2 ROW NUMBERS, SEPARATED BY A COMMA~ FOR II AND 12, OR 
FIRST ROW, LAST ROW := ? 18,20 Helte I Mh. onJ..y 60Jt the. 

.e.a.o:t :thJtee JtOw.6 06 :the. 
data ma:ttUx. 

'* DO VARIABLES TO BE PRINTED OCCUPY 
CONSECUTIVE COLUMNS OF DATA MATRIX ? Y 

GIVE 2 COL. NUMBERS, SEPARATED BY A COMMA, FOR: 

FIRST COL., LAST COL. = ? 1,2 

ROW 

if 18 * 
* 19 * 
* 20 '* 
) QUIT 

DONE 

CONS 

430.29998 
452.59997 
466.00000 

DI 

477.70001 
497.59997 
509.40002 

The command QUIT gets me out of IDA and back under HP control. 
In order to log off, I must now type the HP command 

BYE. 
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USING IDA TO OBTAIN SUMMARY STATISTICS 

IDA has four commands that will allow you to obtain SllImnary 
statistics on your data before you do any transformations or 
analysis. These four commands will allow you to obtain the 
mean and standard deviation of the variabl(~s in your data set, 
the correlation matrix, the partial correlation matrix between 
any variables you choose and the variance-covariance matrix. 
Below you will find an actual sample session using these rDA 
commands and the actual output you will obtain. 

> ENTER 
IDA23.AIOl 
IDA23.AlOl 
W.ANT EXPLANATION? N 

*MODE OF INPUT: FROM 'FILE' OR 'TERMINAL'? F 

NAME OF INPUT FILE IS? DUTT2 

* ARE THE FIRST TWO ELEMENTS OF YOUR DATA FILE 
VALUES FOR N AND K (SIZE OF DATA MATRIX)? Y 

H eJte. I e.nteJud da;t11. 
Onom a. O·Ue. I had 
cJl.eate.d e.cvr.Li.e/t named 
VUTTZ. 

DATA MATRIX NOW DEFINED FOR 21 ROWS (OBSERVATIONS) BY 3 
COLUMNS (VARIABLES) 
COMPUTING MEANS & STD. DEVS.(S) ... 

PROVISIONAL NAME OF: 
VAR. I IS Y 
VAR. 2 IS Xl 
VAR. 3 IS X2 

WANT TO SUPPLY NEW NAME(S)? ! 

) MEAN 
IDA27.AIOl 
IDA27.AlOl 

VARIABLE 

Y 
Xl 
X2 

5.9l714E+Ol 
6. 52000F.:+Ol 
5.17333E+Ol 

BASED ON 21 ACTIVE ROWS. 

> CORR 
IDA28.AlOl 
IDA28.A101 

STD. D.V. 

8.80523E+OO 
1.1l618E+Ol 
8.93769 E+OO 

UPDATING CORR. MATRIX ... IDA29.AlOl 500 

T~ command witt give. 
you :the. me.an and the. 
.6:ta.nda.Jc.d de.v-ULtion 06 
e.ve.ny v~ble. con:ta.ine.d 
in the. data. nile. e.n-te.lt.e.d 
above.. 

Thi6 command w.i.1..t give. Ijou 
.the. COllJt~O n ma.tJUx 6 on 
all .the. vaJr.ia.blu in .the. 
data. 6ile. e.n..te.ne.d above. 
o~ 60n any combination 06 
:the. va.Jc...i.a.blu e.n:t.~e.d a.bove.. 

: 
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HOW MANY VARIABLES? 3 
GIVE COLUMN NUMBERS 
OF VARIABLES, SEPARATED BY COMMAS: 
* NUMBER OF DECIMAL PLACES WANTED 

Y 
Xl 
X2 

Y 
1.00000 
0.99213 
0.70273 

) PARC 
IDA36.AIOI 
IDA36.AIOl 

Xl 

1. 00000 
0.71764 

?1-,2,3 
IN THE PRINTOUT? ') 

X2 

1.00000 

LET Nl = NO. OF VARIABLES IN PARTIAL CaRR. NATRlX, 
AND N2 = NO. OF GIVEN VARIABLES FOR EACH PA.R'PIAL. 
GIVE VALUES NI, N2, SEPARATED BY A COMMA: 
? bl_ 
COL. NOS. OF FIRST 2 VARIABLES: 
? .h1. 
COL. NOS. OF SECOND 1 VARIABLES: 
? 3 
NUMB~R OF DECIMAL PLACES 
WANTED IN THE PRINTOUT? 5 

PARTIAL CORRELATION MATRIX GIVEN VARIABU,',S): 
X2 

y 

Xl 

"> PARC 
IDA36.AIOl 
IDA36.AIOI 

1.00000 
0.98457 1.00000 

LET Nl = NO. OF VARIABLES IN PARTIAL CORR. MATRIX, 
AND N2 '" NO. OF GIVEN VARIABLES FOR EACH PARTIAL. 
GIVE VALUES Nl, N2, SEPARATED BY A COMMA: 
? b1. 
COL. NOS. OF FIRST 2 VARIABLES: 
? _hl 
COL. NOS. OF SECONL 1 VARIABLES: 
? 2 
NUMBER OF DECIMAL PLACES 
WANTED IN TIlE PRINTOUT? 5 

PARTIAL CORRELATION MATRIX GIVEN VARIABLE(S): 
Xl 

y 

X2 

'> PARC 
IDA36.AIOl 
IDA36.AlOl 

1.00000 
-O.101j24 1.00000 

LET N1 - NO. OF VARIABLES IN PARTIAL CORR. MATRIX, 

I ,usc elw ~,' Ul ft(l.v( 

6£vl' dec·iJ1l1H. pflC(,\ 
{.Y! m~J (l(dr(d. 

T h..i..o C ( 'InrnC! )1d aLf 0(116 

t(Ou.. to cbtabl the. 
r.1aJ(t hv.. (' 0·'L1z~' fat'{ " Yl 

mcU'L{x ho£cU.nq <'111' 
va/l.J.iJ.b£e 0'1- a' (jet 
06 va.lti.ab.f eo C0I't6.t..t1rU. 
In the 60UtN'{ng I 
obt.a.{n the I:l{t 't.tJ.a.~· 
('.oltlte£.a..Uo n b e.t1iJe(' Y1 

Y arId XI ho.fdLng ~z 
c.ol't6ta.nt, Y and XZ 
ho,tcUng Xl c(irt.6:tant, 
and Xl andx:2 Il(lfJ-i..rld 
Y con6:tant. If! a.Cl ' 
c.a.!>e,6 I it eq u V,o ,t e.el. 
n,{.ve (5) de.c>unaf 
peac.e!:. {H my pJr..ottuu;(. 



AND N2 E NO. OF GIVEN VARIABLES FOR EACH PARTIAL. 
GIVE VALUES N1, N2, SEPARATED BY A COMMA: 
? !.d 
COL. NOS. OF FIRST 2 VARIABLES: 
11.d 
COL. NOS. OF SECOND 1 VARIABLES: 
? 1 
NUMBER OF DECIMAL PLACES 
WANTED IN THE PRINTOUT? 5 

PARTIAL CORRELATION MATRIX GIVEN VARIABLE(S): 
y 

Xl 
X2 

1.00000 
0.22947 1.00000 
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) COVA 
IDA28.A101 
!DA28.A101 

HOW MANY VARIABLES 1 3 
GIVE COLUMN NUMBERS 

TIU-6 c.orrrnaJtd a..e£o~ you ,to obtaht 
~he vanianc.e - c.ov~c.e m~x 
06 yoWL da,ta.. Oil. 06 a !.lub!.la 06 
YOWL da;ta.. AgaJ..n 1 C.h04 e to lL6 e 
all. ~hJtee vOJUa.bte6 in my dam 
!.la. 

OF VARIABLES, SEPARATED BY COMMAS: ? 1,2,3 

y 
Xl 
X2 

Y Xl 
7. 75322E+Ol 
9. 75085E+Ol 1. 24585E+02 
5. 53040E+Ol 7.l5925E+Ol 

X2 

7. 98823E+01 

In addition to the above you may use IDA to obtain frequency 
distributions, histograms and normal cumulative probability plots of 
your data. As an example, I will obtain each of these for the variable 
Y in my data set ab~ve. 

) FREg, Th.<.!.l c.ommand all.oW6 you to obtrUrt. 
J:DA39.AlOl a 6Jte.quenc.y fuWbu,Uon 06 the 
IDA39.A101 va..lt.ia..bte. 
* GIVE NAME OR COLUMN NUMBER FOR THE VARIABLE TO BE TABULATED: Y 

MIN. OBS. = 42.t. 
MEAN :::I 59.1714 
SAMPLE SIZE "'" 21 

MAX. OBS. = 74_6 
STD. DEV. = 8.80523 

* GIVE MIDPOINT OF A CENTRAL INTERVAL OF TABLE: 60 
* GIVE WIDTH OF EACH CLASS INTERVAL OF TABLE: 4 

FREQUENCY DISTRIBUTION OF 'y 

CLASS 
MIDPOINT 

44,OE+OO 
48.0E+OO 

PERCENTAGE 

9.5 
4.8 

CUMULATIVE 
PERCENTAGE 

9.5 
14.3 

You a../l.e ct4Qed to ~uppty 
both ~he midpoint 06 
til e. c.etttJta1. intVt vat 
and ~he width 06 e.a.c.h 
c.ta..4!.l ..tnt elL vat • 

: 
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52.0E+OO 
56.0E+OO 
60.0E+OO . 

64.0E+00 
68.0E+OO 
72.0E+OO 
76.0E+OO 

TOTAL 
(NUMBER) 

14.3 
9.5 

19.0 

19.0 
14.3 
4.8 
4.8 

100.0 
(21) 

28.6 
38.1 
57.1 

76.2 
90.5 
95.2 

100.0 

> HIS.I 
IDA39.AIOI 
IDA39.AlOl 

ThLj cumma.nd IA.t{.f.r: ,:j'{v(' ~iail ii. hi.\{Ni'l..'U'rl piot 
06 ({{lUlL dat-J.. 

if GIVE NAME OR COLUMN NUMBER FOR THE VARIABLE TO BE PLOTTED Y 

MIN. OBS. = 42.4 
MEAN '" 59.1714 
SAHPLE SIZE :: 21 

MAX. OBS. = 74.6 
STD. DEV. = 8.80523 

* GIVE MIDPOINT OF A CENTRAL INTERVAL OF HISTOGR&~: 60 
:It GIVE WIDTH OF EACH CLASS INTERVAL OF HISTOGRAM: 4 Agcun you CUte a-6f(~'d 

to c,uprtfJ the. mfd­
po..i..n;t 0 6th e c e.n:tft. a f 
in:teJLvM and :the 
w.£dth, 06 ;the.. c..eaM 
A..ntvr.val. 

You may also obtain a plot of the cumulative probability distribution 
if you desire one. 

HISTOGRAM 

ASS" ffiEO .. 

..... 0._ ..... i .. ___ ...... __ , ____ & .. ___ , ____ 0. __ .. t ____ ' __ .. _ ._ ... __ 0 .. 

r.,EA/\ = S9.,7H 
SiCo OE~. ~ e9deS23 
SAt:F'lE SIZE:: 21 

'( 



WAhl CCf ALSO?Y 

CU~Ul A T I 'IE 
A6S. ft(EO. 

20-
18-
1€-
14 ~ 
12-
10-
d­
Eo 
4-
2-

-

~- •••• '."'.'SI'fJ •• '.'fd 

• • I , , I I I , I I , I I , I I I , I I I I , 

• 

.. 

o 

. ' 
... _-- .. 1 ___ • , ____ , ____ , ____ 0 ........ _ 0 ___ • __ .. _' ..... ... ____ ._ 

-2E+i1 10E+~1 

'( 

~---- ..•. - ... -.-.---- .. - .. -.--. 

1:11 

'I. 

: 

.' 
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NORM 
IDA39.AIOl 
IDA39.AIOl 

82 

Tft.U, c.ommand obtaA.J1.6 the. noltmal c.wnu.e(( .. t~ v{' 
pIl.obabil.,Uy pio:t 06 :the. vaJU..abie.. 

* GIVE NAME OR COLUMN NUMBER FOR THE VARIABLE TO BE PLOTTED: Y 

,., 0 K JI, ALe U M 'J U: ; , ':: P k 0 t ,'\:: I L I TY P LeT 0 r If 

2 

1 

1 

1 .. 
1 ' • 

... 

-3 ... 

-? 
.. t 

1 1 1 

1 

- . 

1 1 
1 

.... 1 
1 1 

1 1 
+ 1 

... 2 
1 .. 1 

1 + 
1 

FREQUE~CY DISTRI5UTIC~ 

1 

121 1 2 221 3 1 

1 
+ 

1 1 

... . .. - - - ~ - - .. ,. 

-3 -1 

:.! !: .A, ~!:l 59 • 1114 
STC.CEV. = S.beS23 
SKEW~ESS = --316854 
KURTOSIS = ".~7~5 
STUCE~TtZEO RANGE = 3.65692 
SAMPLE SIZE; 21 

1 

.. 

+ 
... 

2 3 

... - - -
2 J 
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DATA TRANSFORMATIONS USING IDA 

There are several coaunands that will allow you to transf~)rm 
your data before you analyze it. The following are just a few 
of the commands that I have found most useful. 

)TRAN 
IDA24.A101 
IDA24.A101 
WANT EXPLANATION:N 

WHEN DONE, USE CARRIAGE 

* TRANS. ? SUBV 

Th.-t.o command a.ttow.6 you to t/ran6 ~(1M1 .&e,\I('.'lar 
va.Jt).ab£.e6 M-i..ng the Mme ott cU n 6 eJten.t :tJta i' /) k'r ma.t{(· nI, . 
In o:theJt WOIc,M you coui..d do a..e.£ YOM :tAan,) ~I'Jtma.t; [) jl,~ 
by -w4Mng :t1tL6 one command. 16 you UXl: n.t a R.i..) t (' b 
:the pOM-i..b.f e tJtar..6 6 oJunatio no uou may anc'Jwc':. "? II 

to the qUe.6uon I/*TRANS.?" 
RETURN ONLY AFTER '* TRANS. ? '. 

* IN WHICH COLUMN ~lILL THE TRANSFORMED 
VARIABLE BE PLACED? GIVE NUMBER : 3 
COLUMN 3 = (COLUMN I) - (COLUHN J) 

TI~ c.omtnarlQ t"1J:'low.6 me :t(. '.(~bVtlt( t 
one colwnn (vlt't-i.able) 06 data 6!z.om 
ano:theJt co£wnn. You f.,U;opJ:U .the 
column ;tc hal''2 the neJ,{' vait-iabfc 
pR.ac.ed -i..n (t,!, we,a ct6 the tl'J(l 

CO'{.lUTlI"..6 :to be .wbtJc..a.u{Jd. 1 choM' 
tu put the ,t/WIU 6 OMlctt.t() nit! a 11 e.w 
colwnn but you couU ha\;'Q 'tepi:.acf:d 
an o.f.d column wUh :the :twl:.!Jt\o'Un{J_d 

GIVE VALUES I, J, SEPARATED BY A COMMA 
NAME FOR COL. 3 ?C 

dCLt'1. You WO Me aUowr?d to nane tl'~! 

* TRANS. ? ABSO 
* IN w~ICH COLUMN WILL THE TRANSFORMED 
VARIABLE BE PLACED? GIVE NUMBER 4 
* COLUMN TO BE TRANSFORMED :3 
NAME FOR COL. l. ? D 

* TRANS. ? POWE 
* IN WHICH COLUMN WILL THE TRANSFORMED 
VARIABLE BE PLACED: GIVE NUMBER 5 
* COLUMN TO BE TRANSFORMED :4 
* VALUE OF POWER = 2 
NAME FOR COL. 5 ?E 

• TRANS. ? 

UPDATING MEAN(S) , STD. DEV.(S) ... 

CURRENT NAME OF: 
VAR. 3 IS C 
VAR. 4 IS D 
VAR. 5 IS E 

WANT TO CHANGE ANY NAME(S) ?N 

new vaJUabte. 

TW, c.vmmand :take.6 the ab~ (' euX('. val.ue . 
06 a co.f.lU1ln 06 data. 

TrlA-6 command W.6e6 :the l'a't. .. i.ab.fe :to 
11 poweJt. HMe I .6quatted the. vattwL'tl'. 
16 1 wOllEd have ne.oponded ·1 tC' the 
qUe.6t.i.Ol'l "VALUE OF POWER",", I would 
have :tal~e.n :the. lteupJtoc.a1 t "-6 I h((d 
,it'2.6pond(J.d .5 I woldd have takeJl :the 
-6 quaJte ItC'ot. 

." 

: 
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') ADDV 
IDA24.AlOl 
IDA24.Al01 

TIU.6 c.omma.n.d a..UOW.6 you. ;to add :to C.OlumM 
06 daxa., .6peci6y :the c.o£umn :to pla.c.e :them 
bt, and g-Lve :the new vcvUa.ble a. na.me. 

WANT EXPLANATION ?N 

* IN WHICH COLUMN WILL THE TRANSFORMED 
VARIABLE BE PLACED,: GIVE, NUMBER : 6 
COLUMN 6 '" (COLUMN I) c' (COLUMN J) -
GIVE VALUES I, J , SEPARATED BY A COMMA : ? 1..d 

'UPDATING MEAN(S), STD. DEV. (S) ••• 
PLEASE GIVE N~1E(S) OF NEW VARIABLE(S) : 

VAR. 6?F 

') DIVI 
IDA24.Al01 
IDA24.Al01 
WANT EXPLANATION ?N 

Th-i.6 c.omma.nd a..UOWh you. :to div-Lde one c.olu.mn. 
06 dtLta. by a.n.o:theJl., .6peci6y :the c.olumn :to 
ptLt :the new da;ta. -Ln a.nd give :the new vaJt.,.[a.ble. 
a na.me. 

* IN WHICH COLUMN WILL THE TRANSFORMED 
VARIABl.E BE PLACED: GIVE NUMBER: 7 
COLUMN 7 = (COLUMN I) / (COLilliN J) 
GIVE VALUES I,J, SEPARATED BY A COMMA: ?1 z2 

UPDATING MEAN(S) , STD. DEV.(S) ... 
PLEASE GIVE NAME(S) OF NEW VARIABLE(S): 

VM. 7 ?G 

').L001 
IDA24.A101 
IDA24.A101 
WANT EXPLANATION ?N 

T~ :ta.k.eo :the log to the bMe 10 06 a c.a£umn 
06 da..ta. 16 you. wanted :to :tak.e the na,twLa.i. 
lag you. would (L6 e the C'.omma.n.d. LOGE. 

* IN WHICH COLUMN WILL THE TRANSFORMED 
VARIABLE BE PLACED: GIVE NUMBER: 8 
* COLUMN TO BE. TRANSFORMED :1 

UPDATING MEAN(S), STD .. DEV. (S) .. , 
PLEASE GIVE NAME(S) OF NEW VARIABLE(S): 

VAR. 8 ?H 

). STAN 
IDA64.AIOl 
IDA64.A101 
WANT EXPLANATION ?N 

TfU.6 c.omman.d -6ta.n.daJtdizeo the data.. rha,;t -i.-6, 
.the mean a 15 the c.o£u.mn .L6 .6ub:o/.a.c.ted 6/tom 
ea.c.h ob.6e1l.va,Uon a.ndtha:t vahLe (;the de.v-ta.uon) 
-i.-6 then. divided by .the .6:tandftftd de.v..La.:tion. 

* IN WHICH COLUMN WILL THK TRANSFORMED 
VARIABLE BE PLACED: GIVE' NUMBER: 9 
* COLUMN TO BE. TRANSFORMED:1 -
PLEASE GIVE NAME' FOR COL. 9 ?1 
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) CATE 
IDA17.A101 
IDA17.AlOl 

ThM command a£..{OWf.> you. :to cJLecU:e. a e.ate.gu'lA.cat 
value. 640m valu~ in a ~pec.i6ied column. It 
-L6 ve4y lL6 e6u1. in Mealing dummy vQ}[..{.a.b£ e to 

WANT EXPLANATION ?N lL6 e -Ln 4eg4~~-Lo n ana£y~-L6. 

* GIVE NUMBER OR NAME 
FOR THE COLUMN TO BE USED FOR CREATING A CATEGORICAL VARIABLE 1 He4e. I J.JpeM6..[ed 

* GIVE NUMBER OF DATA COL. TO PUT CATEGORICAL VARIABLE IN:IO 
THERE ARE 5 ACTIVE OBSERVATIONS IN COL. 1 (A ) 
MIN. = 5 MAX. = 20 MEAN = 12 STD. DEV. = 5.70088 

1 wante.d .to U.61? 

co£umn one. to 
Mute the. e.ate­
~u!Uca£ vaJUalJf. e. 

HOW MANY CATEGORIES DO YOU WANT?2 HeJte. 1 .6pe.c.i6-ied I wan.:te.d 
:two ca:te.goJU e.,6 • 

a.nd th.a.t I want to 
ptac.e the. e./teated 
vaJt..tabf. e. -i /1 e.d'.um/1 10. 

LOWER LIMIT OF FIRST CATEGORY IS 5 
PLEASE GIVE, FOR CATEGORY : 

1 ,CATEGORY'S VALUE, UPPER LIMIT OF CATEGORY ?Q.z..5. 
UPPER LIMIT OF CATEGORY 2 IS 20 
PLEASE GIVE VALUE OF CATEGORY 2 ?1 

UPDATING MEAN(S) , STD. DEV.(S) ... 
PLEASE GIVE NAME(S) OF NEW VARIABLE(S): 

By g.£v.i.ng th \!. li..lt4t 
c.o..:tegofty a va.t'ue 06 () 
and .6 dUng the u.PP"Ji 
.umu equa.f .to the. eOwe)t 
-UmU, I cau.~ed e.veJtlj 
value .&r. e.o i.wnn 1 that 
WM a. 5 :to be ~ eX: equaf 

VAR. 10?J :to 0 .0t cofunm 10. By 
g.{V.0tg :the va...eue On l:to • 
the ~e.cOYld eat.ego/ty I 
ealL6e.d e.ve./ty va.tue. tha.t 
wa..6 no.:t a. 5 in e.ol' umn 1 
.:to be a 1 .{n C'.ofumn 10. 
Thu..6 1 have c~eated a 
dummy va.tU.a.bte. t/uti take.,.s 
on .:the vafue 06 0 when 
A = 5 and :t.a.ke6 on the. 
vafue. 06 1 o:theJl.IlJJ..6 e. 

) PRTS 
IDA25.AlOl 
IDA25.A101 

H Vte. I .6.£mp£y had .:the. o!t.tgina£ data. and aU :the. 
.:tJr..aYl..6 6oJunaU0Yl..6 pltin.:te.d. 

WANT EXPLANATION ?N 

TO PRINT SUBMATRIX BETWEEN ROW 11 AND 12 INCLUSIVE, 
GIVE 2 ROW NUMBERS, SPEARATED BY A COMMAS, FOR 11 AND 12, OR 
FIRST ROW, LAST ROW = ?~ 

* DO VARIABLES TO BE PRINTED OCCupy 
CONSECUTIVE COLUMNS OF DATA MATRIX ? Y 

GIVE 2 COL. NUMBERS, SEPARATED BY A COMMA, FOR: 

FIRST COL., LAST COL. = n,10 

." 



.. 
ROW A B C D E 

* 1 )I: 20.00000 10.00000 -10.00000 10.00000 100.00000 

* 2 * 15.00000 5.00000 -10.00000 10.00000 100.00000 

'* 3 * 10.00000 10.00000 0.00000 0.00000 0.00000 

* 4 * 5.00000 3.00000 -2.00000 2.00000 4.00000 

* 5 * 10.00000 2.00000 -8.00000 8.00000 64.00000 

ROW 

* 1 * 30.00000 2.00000 1. 30103 1.40329 1.00000 

* 2 * 20.00000 3.00000 1.17609 0.52623 1.00000 

* 3 * 20.00000 1.00000 1.00000 -0.35082 1. 00000 

* 4 * 8.00000 1.66667 0.69897 -1.22788 0.00000 

* 5 * 12.00000 5.00000 1.00000 -0.35082 I.Dooon 

". 
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Using IDA for Regressio.!1_ Analysis 

IDA may be used to do several types of data analysis. The 
following is an example of how IDA may be used in performing 
regression analysis. 

GET-$IDA 
RUN 
IDA 

IDAOl.AlOl 
IDA01.A101 
DEC 19 1975 

GOOD MORNING. 

9:12 A.M. 

NEW COMMAND CHANGES IN I NEWS' 
NEED HELP?N 

> ENTER' 
IDA23.AIOI 
IDA23.A101 
WANT EXPLANATION?N 

r n .thL6 C.M e. r lL6 e.d .the. c.ommand 
ENTER .to e.n.tvr. deLta. nll.om a 6ile. named 
KEM2 .tha..t r had c.Il.e.a.te.d e.aJLUvr. and 
!.Jave.d. 

* MODE OF INPUT: FROM 'FILE' OR 'TERMINAL'?F 

NAME OF INPUT FILE IS? KEM2 

* ARE THE FIRST TWO ELEMENTS OF YOUR DATA FILE 
VALUES FOR N AND K (SIZE OF DATA MATRIX)? Y 

DATA MATRIX NOW DEFINED FOR 12 ROWS (OBSERVATIONS) BY 3 
COLUMNS (VARIABLES) 
COMPUTING MEANS & SID.DEVS.(S) ... 

PROVISIONAL NAME OF: 
VAIL 1 IS QUANT 
VAR. 2 IS PRICE 
VAR. 3 IS AnV 

WANT TO SUPPLY NEW NAME(S)?! 

> CHGP 

'It LEVEL == 3 

Hexe. I c.hange.d .the. c.ommand .to pll.omp.t 
le.vel 3 !.Jinc.e. r am noW n~ with 
.the. IVA c.ommand !.J.tIl.uc..tuJte.. I !.Juggu.t 
.tha-t .the. 6i1l.1.J.t .tUne. Ijou IW.I1 an IVA 
c.ommand Ijou lL6e. .the. c.omrnand le.vel 1 
.to .tak.e. advan.tage. 06 .the. adc:Li.;ttonai 
e.xplaY!.a.tiOI1l.J ava.Le.able. a.t :thi.6 le.vel. 
(Pll.ompt le.vel 1 iI.J ,[n e.n 6 e.c..t unlul.J 
c.hang e.d. ) 

=".. =~======-"""""',.,...~ -~--.--~,,-. -----~------~-~ ~ 

.. 

--
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'> FILE 
FILE NAME IS? REM2 

'.LZEM2 I PROBABLY H7·,S DATA MATRIX OF 12 Rm.JS AND 3 COUJMNS. 
HOW MANY ROWS DO ';OU WANT TO PRINT?4 

ROW 1: 55 
ROW 2: 70 
ROW 3: 90 
ROW 4: 100 

100 5.5 
90 6.3 
80 7.2 
70. 7· 

* CHECK NAMES, TEXT? Y 

NAMES: 
QUANT 
PRICE 
ADV 
TEXT: 
DATA FROM KMENTA PAGE 353 
END OF FILE CONTENTS. 

> REGR 
IDA29.A101 
IDA29.A101 
* DEP. VAR. = QUANT 
HOW MANY INDEP. VAR.?2 
INDEP. VAR. 1 = ?PRICE 
INDEP. VAR. 2 = ?ADV 

Th..u c.('mman.d pe/t6oltm6 the ctC"ttU;U.' 
!Le.g/( eJ61-i.o n C.a1C.lllaUO rt..6 bld dc' (,,6 
not g.i.ve.the JtC/~u1-:U. The. OOUOW-<Hg 
c.ommcUld6 tnU6t be. U6 e.d :to gel: the 
It e.6 u1;t.o • 

UPDATING CORR. MATRIX ... COMPUTING REGRESSION ... 
ANALYZING RESIDUALS ... CHECKING AUTO CORRELATIONS ... 

IDA. ALGI 

> COEF 
IDA34.A101 
IDA34.AIOl 

150 

VARIABLE B(STD.V) 

PRICE 
AnV 
CONSTANT 

> SUMM 
ID!134. AI01 
IDA34.A101 

-0.7816 
0.3123 
o 

-.1308E+01 
~" 1. 1246E+01 

1.1616E+02 

Thif.. 9Lve6 the .6:ta;~dall.d de.v,[auon 
o 6 the B e.o e.6 Muen:t6, .the 6~i1l1daJtd 
eNtof/. 06 ,the. B e.oe.66-i.ue.n.t, and .the 
:t vaiue/.!. 

STD. ERROR (B) T 

1.2937E-01 
2. 7844E+00 
2.4M6E+01 

-10.110 
4.039 
4.713 

ThJ.,6 g-i.Ve.6 :the. adj~:ted a.nd 
unadjU6:ted Rand R and :the. .6t.a.l1.daJr..d 
de v -i.a:ti.o n 0 6 :th e tr e.6 -i.du.a1.f, . 

MULTIPLE R R-SQUARE 

UNADJUSTED 0.9801 
ADJUSTED 0.9756 
STD. DEV. OF RESIDUALS = 5.25454 

0.9606 
0.9518 



> SEPR 
IDA33.AIOl 
IDA33.A101 
USE DATA MATRIX?Y 
HOW MANY Y'S?12 -

H9 

ThW e.omma.nd wU1. p!t.£n.-t ou;t the, Y 
va1.ue and :the. .6:ta.ndaltd eJVtote. 06 
:the 6~e.d a.nd pte.e.~c.:te.d Y va1.ue.6. 

Y S.E.(FITTED) 8 . F. • PRED. (Y) 

ROW: 1 
ROW: 2 
ROW:2 3 
ROW: 4 
ROW:S 
ROW: 6 
ROW: 7 
ROW:8 
ROW: 9 
ROW: 10 
ROW: 11 
ROW:12 

> ANOV 
IDA34.AIOl 
IDA34.A101 

SOURCE 

REGRESSION 
RESIDUALS 

TOTAL 

'> BCOV 
IDA33.AIOl 
IDA33.AIOl 

PRICE 
ADV 
CONST. 
6.07410E+02 

> BCOR 
1n:-\:~ 3-; AI 0 1 
IDA33.AIOl 

4.7222E+Ol 
6.9297E+Ol 
9.2497E+Ol 
1.0333E+02 
9.5455E+Ol 
1.0726E+02 
8. 7583E+Ol 
1.1155E+02 
1. 2203E+02 
1.1528E+02 
1. 2463E+02 
1. 2386E+02 

S8 

6.051S1E+03 
2. 48491E+02 
6.30000E+03 

3.8939E+00 
2. 6933E+00 
2. 779SE+00 
1. 7261E+00 
1. 8887E+00 
2. 3526E+OO 
3. 4282E+00 
1. 8522E+00 
2.4337E+00 
1.8823E+00 
2. 262SE+00 
3. 2921E+OO 

DF 

2 
9 

11 

1.67368E-02 
1.86068E-Ol 
-.24190E+Ol 

7.75285E+OO 
-.65001E+02 

ff DECIMALS '" ? 5 

PRICE 
ADV 
CONST. 

1.00000 
0.51654 

-0.75868 
'1 .. 00000 

-0.94722 

6 . 5L~01E+OO 
S.9046E+OO 
S.9444E+00 
S.5308E+OO 
5.5837E+OO 
5.7571E+00 
6.2740F+00 
5.5714E+00 
5. 7908E+OO 
5.58l5E+OO 
5.7209E+00 
6.2007E+00 

ThW e.ommand pe~6onm~ a.n ana1.y.6~~ 
06 v~ne.e. on the te.e.9te.~.6~on. 

M8 

3.02S75E+03 
2.76102E+0l 
S.72727E+02 

F 

109.59 

ThW e.ommand g~vu the va.JU.anc.e. and 
c.ov~nc.e. m~x 6ote. the. B c.oebM&e..n:t6 
~ the. ~e.9te.e6.6lon. 

ThW c.ommand g~vu the. C.OMe.i..a.:Uolt 
ma:tJU:x oote. the B e.o e 6 Mc.£e.nt6 -<n 
the. /te.9/tU.6~O n. 

." 



> FPRF 
IDA25.AIOI 
IDA25.AI0l 

WANT FITTED VALUES ONLY?N 

90 

TO PRINT ONE COL. OF DATA PLUS 
'FITTED' AND 'RESIDUAL' VALUES, GIVE 
'* COLUMN OF DATA MATRIX TO BE PRINTED:1 

TiU-6 c.ommand g<V(!/1 a fiolU/Jo;{('d ptr{nt 
out on :the. 6a:tfJd val.liu o~ th{' 
Jr.egJr.U.6.-Lo 11, :the Jle.~.-Ldua1. V(U'lle~~ 0 ~ 
:the Jr.egJr.u.o.-Lon and one o:theJr \'c1.'1.<a.l,t e 
.-L6 dubted. 

* FMT = #,DDDD.DDD 

ROW 

* 1 
* 2 
'* 3 
'* 4 
* 5 
* 6 
* 7 
* 8 
* 9 
'/( 10 

* 11 
* 12 

MEAN 
S.DEV. 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

> SCATT 
IDA02.A101 
IDA02.A10l 

QUANT 

55.000 
70.000 
90.000 

100.000 
90.000 

105.000 
BO.OOO 

110.000 
125.000 
115.000 
130.000 
130.000 

100.000 
23.932 

* VERT. VAR. : FITTED 
* HORIZ. VAR. ! RESIDU 

* ALL ROWS ? Y 

47.222 
69.297 
92.497 

103.327 
95.455 

107.263 
B7.583 

111. 553 
122.029 
115.281 
124.632 
123.861 

100.000 
23.455 

FITTED 

7.778 
0.703 

-2.4n 
-3.327 
-5.455 
-2.263 
-7.583 
-1.553 

2.971 
-0.281 

5.368 
6.139 

0.000 
5.255 

HeJte I c.ho~e. to have the C:u:9-l t!af 
va1.ue 06 Y pJL.i.n:ted ao m!.( addu{('nai. 
vAA.-Lable. 

HVLe 1 .opec..-L6.-Led the. 6(JJr.mat tc [l(i 

U6 e.d .-L11 pJt.-i..nting the da.ta. 

RESIDU 

The 60Jr.ma.:t mU6t be pJr.ec.eded by #" 
The V'.6 6o.te.of..lJing the 1/." <.rtcUc.Ovte 
the numbeJl. 06 decbnat p.tacu you. 
wan;t .in IJOM pJU.n;t out. You may 
have a maximum 06 6.-Lve. 

Thib c.ommand altow~ me ~o obta.-Ln a 
plo:t "0 the .6tandaJtcUz ed vai.u.e.6 
06 any :two va.tUableo. 

HeJl.e I c.ho.6e to plot the 6.-L:tted 
valueo 06 Y and Jr.e.6.-Ldu.a.f. va.f.uu 
06 Y. 
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) SCATT 
IDA02.AIOl 
IDA02.AIOl 
* VERT. VAR. : FITTED 
* HORIZ. VAR. : QUANT 

I '* ALL ROWS ? Y 
SCA1TER PLOT OF 12 

HelLe. I c.iw.6e to plot the. 6.{;t;ted Y 
value/.! and the otUgbw£. Y value/.!. 
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HORIZ. VAR. 100 
SAMPLE SIZE = 12 
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HelLe. I 9 e;t 0 u;t 06 IVA and bad, und e/l. 
HP /.)IJ6tem C.OnXltol. 
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Using IDA to Perform Cross-Tabs 

ENTER 
WANT EXPLANATION N 
* MODE OF INPUT FROM 'FILE' OR 'TERMINAL' ? F He'll' I am <2.nteJUng dafa 

1~'1(!m art e.X.ut{HR n{.f('. 
NAME OF INPUT FILE IS? KEM2 

* ARE THE FIRST TWO ELEMENTS OF YOUR DATA FILE 
VALUES FOR N AND K (SIZE OF DATA MATRIX)? Y 

DATA MATRIX NOW DEFINED FOR 12 ROWS (OBSERVATiONS) BY 3 
COLUMNS (VARIABLES) 
COMPUTING MEANS & STD. DEV. (S) •.. 

PROVISIONAL NAME OF: 
VAR. 1 IS QUANT 
VAR. 2 IS PRICE 
VAR. 3 IS ADV 

WANT TO SUPPLY NEW NAME(S) ? N 

CTAB He.'tQ r am j.I1\.!(IlUn~l CTAB. 
WANT EXPLANATION ? ~ 
* GIVE NAME OR COLUMN NUMBER FOR THE VARIABLE TO BE TABULATED 
ON THE VERTICAL AXIS : QUANT 
* GIVE NAME OR COLUMN NUMBER FOR THE VARIABLE TO BE TABULATED. 
ON THE HORIZONTAL AXIS : PRICE 

INTERVALS FOR VERTICAL OR HORIZONTAL 

I am nam..i.ng 
.'toW and C.oewnn 
vaJUa.beM. 

NEED TO DEFINE CLASS 
VARIABLES? Y HeJte. I den,{·n{!. c1.aM .tHte'1.vof ~ 

~n eM e. da.;ta. TW.u dCH!" 
VERTTCAL VARIABLE: when daXa. hM va..e.uu~n I?Xle.~.~ 
MIN. ORS. d 55 MAX. OHS. • 110 
MMN" 100 STD. DEV .... 23.9317 
SAMPLE SIZE - 12 

on 9 n0/f. AY 011. 27 601t. AX vaJ!J.a.bfe. 

* GIVE HIDPOINT OF A CENTRAL INTERVAL OF VARIABLE: Thu e. Me the pJr.omp.:tl.l 
:to de;te.JUn..Lne. c1.a.66 

CHOOSE A CONVENIENT NUMBER NEAR THE MEAN AND/OR ONE NOT .tYLteAvaJ!.. .6ize. 60ft X 
TOO FAR FROM HALFWAY BETWEEN THE MIN. OBS. AND MAX. OBS. vaJU.a.biu. 

* MIDPOINt: 100 
* GIVE WIDTH OF EACH CLASS INTERVAL OF VARIABLE: 

USE YOUR COMMON SENSE, OR TRY A 'ROUND NUMBER' ABOUT HALF 
THE STD. DEV. 

* WIDTH OF INTERVAL: 12 
HORIZONTAL VARIABLE: 
MIN. OBS. = 50 MAX. OBS. ~ 100 
MEAN ~ 70 STD. DEV. = 14.3019 
SAMPLE SIZE ... 12 

Thu e. Me. :the. PJtomp:t6 
:to de;t(J.Jr.Jn..i..rz.e. c.iM.6 
.{.ttteJ(. val .6.tz e. 6 Oil Y 
vaJUa.bie.. ... 

. ' 

; 
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• GIVE MIDPOINT OF A CENTRAL INTERVAL OF VARIABLE: 70 
* GIVE WIDTH OF EACH CLASS INTERVAL OF VARIABLE: 7 

JOINT DISTRIBUTION OF QUANT VERSUS PRICE 

PRICE 
QUANT 2 3 4 5 6 8 9 

7 0 0 0 0 0 0 1 
9 0 0 0 1 0 1 0 

10 0 0 0 1 1 0 0 
11 0 0 0 2 0 0 0 
12 0 0 2 0 0 0 0 
13 0 0 1 0 0 0 0 
14 1 1 0 0 0 0 a 

94 

rOTAI· Th,(,~ {!> tIl f'. 

,.ifwdu.C' cd Cl(OSS 
1 TABS TABH. 
2 
2 
2 
2 
1 
2 

TOTAL 1 1 3 4 1 1 1 12 

WANT PRINTOUT OF KEY FOR CATEGORY LABELS? Y 

VERTICAL VARIABLE: 

CATEGORY 
7 
9 
10 
11 
12 
13 
14 

MIDPOINT 
).20000E+Ol 
7.60000E+Ol 
8.80000E+01 
1.OOOOOE+02 
1.12000E+02 
1. 24000E+02 
1.36000E+O?. 

HORIZONTAL VARIABLE: 

CATEGORY 

2 
3 
4 
5 
6 
8 
9 

MIDPOINT 

4.90000E+Ol 
5.600001'.:+01 
6.30000E+Ol 
7.00000E+01 
7.70000E+01 
9.10000E+Ol 
9.80000E+Ol 

THE EXTREME CATEGORIES ARB OPEN-ENDED 

He'l.e. I a,HWeJl t.he P~\)\.iPT 
FOR CATf(;OR'>' LABEL.S 
t16.6oc.(ated wdh the (fa~,~ 
('Hte ![va..f~ • 

ThL6 g,i Vi!) tflC udcd 0< 
VARIABLE CLASS INTERVAL 
,I.\TVPOINT. 

Tllb., g-<. t.'e.6 the. c.ode.d V 
VARIABLE CLASS INTERVAL 
MIVPOTNT. 

WANT C0NDITIONAL DISTRIBUTION (IN PERCENTAGE FORM) OF THE 
VERTICAL VARIABLE GIVEN THE HORIZONTAL VARIABLE?Y 

HeAe. I a/1..6We'l. :the 
PROMPT FOR A CONVITIONAI. 
VISTRIBUTION. 

CONDITIONAL DISTRIBUTION OF QUANT GIVEN PRICE 
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PRICE 

QUANT 2 3 4 5 6 8 9 TOTAL 

7 0.0 0.0 0.0 0.0 0.0 0.0 100.0 8.3 
9 0.0 0.0 0.0 25.0 0.0 100.0 0.0 16.7 I 1t~c.e..{I.' e_ 

10 0.0 0.0 0.0 25.0 100.0 0.0 0.0 16.7 the. 
11 0.0 0.0 0.0 50.0 0.0 0.0 0.0 16.7 CONVITIONAL 
12 0.0 0.0 66.7 0.0 0.0 0.0 0.0 16.7 DISTRIBUTION 
13 0.0 0.0 33.3 0.0 0.0 0.0 0.0 8.3 TABLE. 
H 100.0 100.0 0.0 0.0 0.0 0.0 0.0 16.7 

TOTAL 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 

NUMBER 1 1 3 4 1 1 1 12 
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INDEX TO IDA CO~~DS 

COMMAND PAGE COMMAND PAGE CI)Mt·1AND PAGE 

ABSO 5 EOBS 2 "LTS 5,6 
AnDC 5 EXPL 7 POWL 5 
ADDV 5 EXPO 5 PRTF 4 
ALLS 6 FILE 4 PRTO 4 
ANOV 6 FORW 6 PRT.K 4 
APPB 3 FPRF 4 PRTS 4 
APPO 3 FPRO f~ PflT\' 4 
APPS 3 F'PRR 4 PSA ... '1 7 
APPV 3 FPRS l~ F~~OR '3 
AUTO 6,7 FPRV 4 OUIT 7 
BACK 6 fREQ 5,6 RAND 'J 

<-

BCOR 6 FSP.V 2,7 RANK 5 
BCOV 6 GAUS 7 RUIN " 

I 

BOXJ 7 HIsT 5 RECD j 

CALC 7 HVAR 5 RE,"';R 6 
CATE 5 INDX 2 RnB :3 
CRGO 3 INF(, -, RE1'(! ) i 

CRGP 7 LAGe; '3,5 Rl'N~3 '1 
COEF 6 LIST 7 RVSF 5,6 
COMM 7 LUGE 5 SAMP il 

COMP 2 LOGl 5 SCtll 5,6 
CORR 5 HEAN 5 SELR '3 
COVA 5 '1ISS 7 SEPR 6 
CRFI 7 NOVE 3 SERC' 6 
CROS 7 XOVF 2 f'ORT 3 
CRSP 2 MOVR '} SPAD 
CRTS 7 !'1PLS 5,7 SPEC '/ 
CTAB 5,6,7 MSOR 3 STAN ') 

DEL» 1 HTAB 6,7 STAR 2.7 
Jjl£LO ') MtJLC :; STEP (i 

DELV J MULV ') SUBS 6 
DIFF 3.5 NAME 4 SUB V 5 
DIVI 5 NEWC 7 SUMM 6 
DRID 2 NEWS 7 SWEE 6 
DURB 6 NOHM 5,6 TRAN 5 
ENRA 2 PACF 7 WLSR 6 
ENTE 2 'PARe 5 $COH 2 
ENTS 2,3 PAUS 7 $DRI 2 
EOBR 2 PLTC 6 $ END 2 

$PRT 4 
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DATA DEFINITION 2 

ENTE TO ENTER DATA FROM FILE, TAPE, OR TERMINAL 
ENTS TO ENTER SELECTED DATA FROM AN 'IDA-SERIAL' DATA FILE 
ENRA TO ENTER A SAMPLE OF DATA FROM AN 'IDA-RANDOM' DATA FILE 
EOBR TO ENTER A SAMPLE OF DATA FROM AN 'IDA-RANDOM' DATA FILE 

USING A LIST OF OBSERVATION NUMBERS IN AN IDA 
DATA COLUMN 

EOSS TO ENTER SELECTED DATA FROM AN 'IDA-SERIAL' DATA FILE 
USING A LIST OF OBSERVATION NUMBERS IN AN IDA DATA COL. 

NOTE: YOU MAY USE A MODIFIED VERSION OF '$END' AS AN IDA 'NEWC ' 
TO ENTER DATA, USING YOUR OWN DATA IN DATA STATEMENTS. 

INDX TO CREATE AN INDEX VECTOR (SUCH AS 1~2, ••• YN) 
IN A COLUMN OF THE DATA MATRIX. (USEFUL FOR KEEPING 
TRACK OF ORIGINAL ORDER IF 'MSOR' IS USED. 

RAND TO GENERATE RANDOM DATA FROM SOME MODEL AND ENTER 
IT IN ONE COLUMN OF THE DATA MATRIX 

STAR TO DEFINE AN INITIAL DATA MATRIX OF ZEROES. 

CRSF' TO ENTER DATA, OF~ APPEND OR REPLACE A COLUMN WITH 
DATA, FFWM ONE OF THE ~;CRSP FILES 

DRID TO ENTEH DATAp OR APPEND OR REPL.ACE A COL~.IMN WITH 
DATA, FROM ONE OF THE 1,lm:c FILEt) 

COMP TO ENTER DATA, OR APPEND ()F~ REPL.ACE A COL.UMN WITH 
DATA, FROM THE $COMF' FILE 

NOTE: SINCE 'DRID' AND 'COMP' ARE NOT YET IMPLEMENTED IN 
IDA, PLEASE USE '$DRI' AND '$COM' AS IDA 'NEWCS'. 

FSAV TO SAVE DATA MATRIX ON FILE TO BE USED LATER. (NOTE: 
- FILE MUST HAVE BEEN OPENED ALREADY) 

MOVF TO MOVE THE FITTED VALUES FROM THE CURRENT REGRESSION 
TO A COLUMN OF THE DATA MATRIX 

MDVR TO MOVE THE RESIDUALS FROM THE CURRENT REGRESSION TO 
A COLUMN OF THE DATA MATRIX 

""" 



, 
I. 

OATf) E[IITINf) : 

AF'F'O 

APF'S 

ENTS 

AF'F'V 

CHGO 

TO ilf 'f"FIiD () f<U)CI< or r~mJ::; Tn T flL 11(1 ri. r1,' 'T I" fY ,'·'fli"'i 
A D()lA r-Jl.F rH·: Inr~rCTl Y n-:nM r1W Trl\t:~tJ!'d 
TO (,('PENII tiN OBGEf,W,TIUN VL(' ror.: TOpr!. [lldA 

MATrnx. YOU i1AY us,: IllIG ro AnD () rww IOTHl. 
EXIST INb DATA Mrl nux em iU CHANGE: A ~ww IN 1 T 
TO f.IF'PEND () ~3LHlM()TPJX TO 0/:;: CHANGF A mJf<MAllnl. Ii..; 
THE DAHl M~)Trdx em TIIF scr~Arr:ll I:'AD DHiFCTL Y fl-<'.i'·, (I.r: 
TErm I N A L (If:: (J! r N G A [l () T (.\ F H [ f 

TO APPEND DtlTA TO OR R~PLArr DATA IN lHE DATA MA'I~·X 
WIT H S E LEe n:: D fI (, rAn,: (lI i I~ II () r (i F II . E. ( r H< ~:>T T W 1 i' i I . 
MENTS MLh T BE THr: NUt-lIlI::),' OF 11:D&JS AND 'T HF NUriDn~ UI 
COLl.lMNS tN THL FTL.E IISfA MAfRIX.) 
TO APPEND A V4RIABL.E ~CULUMN) TO OR REPLACE A 
COLUMN I N THE DAT (' Mf'11FD X 
TO CHANG[ THF ·l)I~LUE OF () SINUI E EN1'F<Y IN tHE 
DATA riA rFax 

DELB TO DELETF A HI.. OC/, OF Of3f:;EnV()TIONS FI:-':OM THE 
DATA Mf.1TIUX + YOU CAN F<ECm}[I=< THr~ DELETL:,:n E'LOU~ 
BY THE COMM(')ND / r~ETD t em 'ra~c() I 

DELO TO DELETE AN OBSERVATION VEcrOR FROM THE DA1'A 
MATRIX. DELETED VECTOR CAN BE RETRIEVED BY 

DELV TO DELETE A VAI:;:IABLE (COL.) VECT()R FROM THE rl(d () 
MATfnx. DELETED VEcr OF~ CANNUT HE RETf< H::':VUI. (USl~ 
'FSAV' OR 'MOVE' INSTEAD OF 'DELV' IF YOU WISH TU USE 
THAT COLUMN'S DATA LATER.) 

SELR TO DELETE ROWS FOR WHICH VALUES IN A SPECIFI~D 
COL. ARE OUTSIDE A SPECIFIED RANGE OF VALUES. 

RECO TO RECOUP ALL THE DELETED OBSERVATIONS 
RETB TO RETRIEVE A BLOCK OF DELETED OBSERVATIONS 
RETO Tfr RETRIEVE A DELETED ROW OF OBSEnVATIONS 

NOTES YOU CANNOT RETRIEVE A ROW MADE INACTIVE BY THE 
IIf:1F r.W 'JnFF' em ' l..AGG·' UNU;!;,!:I YOU f~EPI...ACE THE r.;C)L.I.JMN 
W1TH ANorHI;:f~ v,:~i;n:AHL.E WITH H::WEH lJNnm:F.l:Nrn tlf.tIHmWYl':r.ONB 
OR YOU REMOVE THAT COLUMN BY USING 'DEL.V' OR 'MOVE'. 

MOVE 

MSOR 

PSOR 

SORT 

TO MOVE A DATA COL. TO THE SCIi:ATCH PAD OR A SCF(A'1 CH COl" .• 
TO THE DATA MATRIX 

SORTS ONE VARIABLE (COLUMN) IN ASCENDING ORDER 
AND ALL OTHER COLUMNS ACCOMPANY IT. RESULTS 
PLACED IN SAME COLUMNS 
PAIRED SORT OF ONE VARIABLE (COLUMN) AND 
ACCOMPANYING VARIABLE (COLUMN) INTO TWO 
OTHER COLUMNS 
SORTS THE \)ALlJES OF ONE VAR r ABLE (COLUMN) ,I NTO 
ASCENDING ORDER AND PLACES RESULTS IN ANOTHER 
COLUMN 



DATA DISPLAY <PR[NT) : 

FILE 

FPRF 
FF'RCl . 
FF'RR 
FPfW 
FPRV 

TO F'R tNT ()LJ r flN[ OF~ Mom:, fWWEi OF () [lA r () M() 'T!d X G T Or,I!I, t I 
A ;::- I LE • T" r G f'lLU)(,)S YOU T() T (11,[ (\ LOUI, flY r I IF' Nd I~I tu ("~[ 
[lEC II)! NG I,JIIETHFR I T I f3 THE Mf'lTI:.o.r x YOU WANT T () EN'r ER • 
FOf~MATTr:rl F'r.: Ita or~ r' I TTEO VALUES (T N r<EGF:Ef:,~HUN) 

FOF\MI~ fTE!,1 F'F< HH OF ()N OEISCF,IJ(l T TON ('JEt' rOR) 
FORMATTED PRINT OF RESIDUALS (IN hU1RI- SSIClN) 
FormATTED PFnNT OF A SLJBM01fnx OF DA1A or.;: ~;CF;:f'iTCH VALUES 
FORMATTED PRINT OF f'l VARIABLE (COl.UMN) 

NOTEt IN THE ABOt)C FIVE COMMANDS, THE: LJGEr~ ('HLL FlF ASI{C[I TO 
SUPPLY THE FOI=<MAT For.: prnNTJNG. (A MODIFIED ')CI:::!HON OF '<./'PRT' 
MfW ALSO BE USED AS (,~N .r DA I NEI,.JC' FOR Sf-'cC I At. FORMATS t ) 

NAME 

PRTF 
F'RTO 
PRTR 
PRTS' 
PI,TV 

TO LIST THE NAM[U OF THE: VAtnABl,E[; (IF YOU SUPr:'LJTl.I Tlif:.M.) 
TO BE USED WHEN YOU Hr'lV[ FClIi:GOTTEN WI·IICH VAIUMHE IS IN 
WHICH COLUMN OF THF fttlTA 11Ann X. THE cmfl1MW WI L.L C(dJGI: 
THE Flr~!3T ()CTIVE F,()W Dr:' THE [tr-l'fl'j MATFnX TO DE F'r.-INTELI IF 
NO NAMES HAVE DEEN GIVEN TO THE VARIABLES. 
PRINT FITTED VALUES 
PRINT OBSERVATION 
PRINT f-t:ESIIIUAU; 
PRINT SUBMATrn:x OF I'IATf.-I or, ~;c:r':ATCII VALUES 
PRINT VAHTABLE 

THE COMMANDS BEGINNING WITH 'PRT' WILL AUTOMATICALLY GIVE VALUES 
IN THE FORM DftDDD.DDDDD, UP TO rIVE VAL.UES PER LINE. Jr ANy OF 
YOUR DATA VALUES IS GREATER THAN 99999, YOU SHOULD USE T.i[ CORRES­
PONDING 'FPR' COMMANDS, SUPPLYING THE FORMAT YOU rHOOSE. 
BECAUSE OF FLOATING POINT C()NVEF\~;I()N ClF NLJMDF::I=<S, YOU MI~Y GET GAR­
BAGE FOR CERTAIN TRAILING DIGITS WHEN 'PRT' COMMANDS ARE USED. 
FOR EXAMPLE, THE NUMBER 12345 IS PRINTED AS 1234.99989 BECr'lUSE THE 
MACHINE DOES NOT CARRY AN EXACT REPRESENTATION O~ 12345. 

WHEN YOU GIVE A FORMAT fOR PRIN1, THE SAME FORMAT MUST DI: APPLIED 
TO ALL OF TH[ VArn (H!I .. ,E~; r TI-IAT TS, YOU DO NOT HflVE TI·!f: n:' n (IN OF 

~JJJi' ~:r.Jd..'j...tJJ Gl-UJJ"::Jij;,L; W'u.. .wJ ~)-Ji' QJ;j;......w-J;~ !:iJ.i:.l,.JJ.J'-l.J l~ 1;.4 ;(JJ.~ ~..Aw.... ~~.J.jJJ l.iU.-___ 
H4 11~(ml'fMH'. 1111~ I.XMlI'll, II: f't I:WW IJI' Iltll(j CON1:;tH'Yll en 
:t • 2, 2. 3 4 eu), J ~:,J () () 

THE I FPI~ I COMMANlIfi WILL NO T ENABL.E YClU TO F'r,~:;: N r .r T An 
1.2 2.3456 3500. 

IF YOU USE THE FORMAT t,4D.4Dy2X YOU WILL GET: 
1.2000 2.3456 3500.0000 

WHICH IS NOT MUCH DIFFERENT FROM lHE FORMAT YOU WOULD H~VE OBTAIN­
ED BY ONE OF THE 'PRT' COMMANDS. THE 'FPR' CClMMANDS ARE USEFUL 
WHEN ALL THE VAF<IABI...ES Af~E F<OUGHL Y COMPAr<ABL.E IN MAGNI TUllE, OF~ 
WHEN ALL THE DATA VALUES ARE INTEGERS. 
NOTE: YOU COULD HAV~;USED A MODIFIED '$PRT' AS A 'NEWC ' TO PRINT: 

1.2 2.3456 3500 
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DATA DISPLAY (PLOT) : 

CTAB TWO--WAY TABLE!:) OF FF,[CHJENCIES 
FREQ~ TABLE OF RELATIVE FREQUENCIES 
HIST ":::::-HISTOGf.:AM OF ABEiOLUTE Ff(E(~UENCIES 
NORM NORMAL PROBABILITY PLOT 
PL T8 -"'To PLOT A (STAND(.II:;:DIZED) VAfUt"lBLE IN SECHJENCE 
MPLS,I MULTIPLE SEQUENCE PLOTS OF 1 TO 3 TIME SERIES 
RVSF - A TINY PLOT OF RESIDUALS VERSUS FITTED VALUES 

FOR A QUICK LOOK. FOR DETAILS, USl 
SCAT - TO SCATTER PLOT ANY VARIABLE VERSUS ANY OTHER. 

VARIABLES 'FITTED' AND 'RCSIDU' ARE ALWAYS 
AVAILABLE AFTER A REGRESSION 

TRANSFORMATIONS : 

ABSO ABSOLUTE VALUE 
ADDe ADD A CONSTANT TO A COLUMN 

100 

MULe MULTIPLY A COLUMN OF THE DATA MATRIX BY A CONSTANT 
ADD V ADD TWO COLUMNS OF DATA MATRIX 
SUBV SUBTRACT ONE COLUMN OF DATA MATRIX FROM ANOTHER 
MULV MULTIPLY TWO COLUMNS OF THE DATA MATRIX 
nIVI DIVIDE ONE COLUMN OF DATA MATRIX BY ANOTHER 

5 

CATE CREATE CATEGORICAL VALUE FROM VALUES IN SPECIFIED COLUMN 
DIFF· DIFFERENCING TRANSFORMATION 

LET J BE THE COLUMN TO PLACE THE TRANSFORMED 
VARIABLE, I BE THE VARIABLE TO BE TRANSFORMED, 
AND K BE THE GAP FOR DIFFERENCING. THEN 
X(L,J) = X(LrI) - X(L-K,I), L=K+l, ••• 

LAGG LAG TRANSFORMATION X(L,J) = X(L-K,I), L=K+l1t •• 

NOTE: THE FIRST K ROWS OF THE ACTIVE DATA MATRIX BECOME INACTIVE 
IN 'DIFF' OR 'LAGG' AND CANNOT BE RETRIEVED FOR FURTHER ANALYSIS 
UNLESS COL.J IS REPLACED OR DELETED. 

LOGE NATURAL LOG (LN) TF~ANSFOI:;:MATI0N 
LOGl COMMON LOG (BASE 10) TRANSFORMATION 
EXPO EXPONENTIAL TRANSFORMATION 
HVAR HOMOGENEOUS VARIANCE TEST TRANSFORMATION 
POWE POWER (RANSFORMATION. NOTE VALUE OF POWER = 

-1 FOR RECIPROCAL TRANSFORMATION 
.5 FOR SQUARE ROOT TRANSFORMATION, ETC. 

RANK ASSIGNS RANKS TO THE OBSERVATIONS (ROWS) OF A VARIABLE 
(COLUMN) AND PLACES THE RANKS IN ANorHER COLUMN 

STAN STANDARDIZATION TRANSFORMATION--SUBTRACT MEAN 
FROM EACH OBSERVATION~ DIVIDE THE DEVIATION BY 
THE STANDARD DEVIATION 

TRAN MULTIPLE TRANSFormATIONS BEFORE UPDATING 

CORR 
COVA 
MEAN 
PARC 

CORRELATION MATRIX OF VARIABLES 
COVARIANCE MATRIX OF VARIABLES 
MEANS AND STANDARD DEVIATIONS OF VARIABLES 
PARTIAL CORRELATION MATRIX OF ONE SET OF 
VARIABLES GrVEN ANOTHER SET OF VARIABLES 

1-



ON[ . SAMF'l E STATISTIC!> : 

AUTIJ ttl,nnccmr:<ELA T1 UN (f<()X-, lFNK I Nf:; F~n It~(nu:) 
DUI\~;l llurWIN-Wf.Yl SON c;rATTSTIC (rim 1~[~d.lllJ(ll~, GNU') 
RU~~S EXPECTED ANIJ OI)St::F~VED NUMBH, OF t.:lJN~; ABOVE 

AN I.I fl E: 1_ () W THE MEA N • N () rm A L t ) I ' F' r, Cl x I M (I T 1 (J r ~ 
SERC S[RI AL. CorWCL.{H ION (MAX I MUM 1..11\1'1.,1 HOOD 

ESTIMATE OF AUTOCORRELATION) 

DATA ANAL nns: 

WANT COMMANDS FOR TABULAR ANALYSIS ? Y 

TABULAR ANALYSIS : 

FREC~ Tr,-\DI_E OF r\EI..J~Tl VI:: Ff<EtH.JENCT U; OF (" VAin Mll..E 
crAB TWO-WAY lABLES OF FREQUENCIES 
MTAB TWO-WAY TABLE OF MEANS 

WANT COMMANDS FOR REGRESSION ANALYSIS ? Y 

REGRESSION ANALYSIS : 

1~ SIMPLE OR MULTIPLE REGRESSION 
REGR ORDINARY REGRESSION 
WLSR WEIGHTED LEAST SQUARES 

2. FOR SELEc'r ING INDEPENDE~NT VMn (,BL [~; 
BACK BACKWARD SELECTION PROCEDURE (~UrOMATIC) 
FORW FORWAfW SELECTION PROCEDURE (AI,JrLJM(iT Ie) 
STEP STEPWISE PROCEDURE <USER TO SPECIFY srcps) 
SWEE SWEEP OPERATIONt USED TO DELETE A VARIABLE 

FROM OR REPLACE A VARIABLE WHICH HAS BEEN 
PF.:EVICJUSL Y I:;:EMOVED FF.:DM THE REGRESS ION EQUAT 1 OlJ 

ALLS TO PERFORM REGRESSIONS USING ALL POSSIBLE 
SUBSETS OF A SET OF INDEPENDENf VARIABLES 

SUBS TO REGRESS THE DEPENDENT VARIABLE ON ALL 
POSSIBLE COMBINATIONS or A GIVEN SIZE OF 
A SET OF INDEPENDENT VARIABLES 

3. FOR PRINTING REGRESSION RESULTS : 
ANOV ANALYSIS OF VARIANCE TABl.E 
BCOR CORRELATION MATRIX OF REGRESSION COEFFICIENTS 
BCOV COVARIANCE MATRIX OF REGRESSION COEFFICIENTS 
COEF REGRESSION COEFFICIENTS, STANDARD ERRORS, T 
SUMM SUMMARY STATISTICS -- MULTIPLE R, STANDARD 

ERROR OF RESIDUALS, ETC. ' 

FOR EXAMINATION OF RESIDUALS : 
AUTO TO COMPUTE AUTOCORRELATION COEFFICIENTS 

DURB 
NOI=i:M 
PLTC 

(BOX-JE~KINS ESTIMATES) 
DURBIN-WATSON STATISTIC 
TO OBTAIN NORMAL PROBABILITY PLOT OF RESIDUALS 
TO PLOT CONFIDENCE BAND OF FITTED VALUES 

PLTS TO PLOT SEQUENCE OF RESIDUALS 
RVSF MINIPLOT OF RESIDtJALS VEI:;:SUS FITTED VALUES 
RUNS RUNS TEST FOR RESIDUALS 
SAMP TO PERFORM REGRESSION USING RANDOM SUBSAMPLES 

OF DATA. FOR ERROR ANALYSIS 

6 
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SEPR TO COMPUTE STANDARD ERRORS OF PREDICTED VALUES I . ,-



, 
WANT COMMANU~ ~UH 11M~-b~Kl~b HNHLT~l~ f I 

AUTO TO COMPlJ I L (\UTOCCHd:;:CL.()T HlN COEFF I Cl[NTS 
(BOX-JENKINS ESTIMATES) 

BOXJ BOX-JENKINS ESTIMATION OF ()RJMA MODELS BY NON­
LINEAR LEAST-SQUARES WITH BACK FORECASTING. 
ALSO POINT FORECASTS TO FUTURE PERIODS. 

CROS CROSS CORRELATION FUNCTION BETWEENrWO S~RIES 
PACF PARTIr" .. Al.JTOCmmEI..ATION FUNcrHlN EsrINATE 
MPLS PLOT SEQU[NCE OF 1 TO 3 TIME SERIES 
SPEC SPECTRAL ANALYSIS 
STAR TO DEFINE A DATA MATRIX UF ZEROES IN THE FIRSl 

N ROWS AND FIRST K COLUMNS 

M HiCEL.L()NEOUU C()11MAND~) : 

CALC A CAL.Ctll A r(JF~ FOR (~Fn THMET I C OPFra', T T ON~; 
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CRF! 10 CRFAfC OR MODIFY A FILE WITH A DATA M()TRIX Tun L~~nE 
TO ENTEI~ ALL r.'i r Oi-lCE IN THE 11AXLl"iLH'1 SIZE IDA III:dA rl,nkIx 

eRTS TO ALTFR aUf PUT FOR CATHODE RAY TERMINAL USC 
CHGF' TO CH()iH3[ THE U; VET OF' PFWMPTS 
crAB CROSS TABULATION 
i'i TAD 2-~JAY TMll..E OF MEANf:) 
EXPL TO EXPLA[N rND!VTDUAL COMMAND WORDS 
FSAV 10 SAVE DATA MATRIX ON FILE TO BE USED LATER. (rIl~ MUST 

HAVE BEEN OPENED ALREADY.) 

7 

GAUS TO COMPUTE PR~BABIlITIEG OR DENSITIES OF A NORMAL VARIABLE 
INFO TO OBTAIN GROUPS OF COMMANDS IN DIFFERENT CAT[GORIES 
COMM TO GET A LIST OF COMMAND WORDS GROUPED BY FUNI;r]()N 
LIST TO GET AN ALPHABETICAL LIST OF ALL THE IDA CClMMI)ND (,..lcmDS 
MISS TO nECLAI~1::: A NUMBER I:;':EPF..:ESENTING rtTSSING VAlues 
NEWC TO DEFINE A NEW COMMAND NAME 
NEWS TO PRINT NEWS ABOUT tIDA 
PAUS TO PAUSE AT TH~ COMMAND LEVEL. OTHERWISE IDA 

WILL ASK YOU IF YOU NEED HELP IF NO COMMAND IS 
ISSUED WITHIN ON~ MINUTE 

P8AM TO SELECT A PROBABILITY SAMPLE: SIMPLl RANDOM, 
SlRA1IFIFD OR SYST~MATIC 

GUlT TO EXIT rrWM IDA TO HP BYETL.M CON'fRO! 
FHHM TO f::EDIMENGIDN MAX. SIZE OF DATA MATrn:x. (YUU MAY m::T 

ASIDE iWME OF THE COLUMNS IN A ::)CF~ATCH PAD.) 
SPAII TO SET ABIDE UNUf;ED DATf"I COLUMNS IN A BCRATCH P(\ll 

.'. 

--_ ......... _- ---~------- -~------------



DATA FILES CONTAINED IN IDA 

The following is a list of data files that are contained in 
IDA and a brief description of the files. Any of these files 
may be obtained by using the IDA corrnnand ENTER and responding 
to the question "NAME OF INPUT FILE IS?" with the file name 
followed by ".AlD3". For example, if you wanted the IDA filE' 
ATT you would do the following 

) ENTER 
'* ~IODE OF INPUT: FROM' FILE' OR ' TERMINAL? It F 

NAME OF INPUT FILE IS? ATT.AlD3 

ATT 

BELOIL 

BLUME 

~ROWNL 

DJ 

This file contains returns by month for AT&T common 
stock for 84 months from January, 1961, through 
December, 1967. in column one, and column two contains 
the corresponding return data for the same months 
for the New York Stock Exchange Arithmetic Index. 

This file has 32 observations and 3 variables. 
The variable names are PROD, LAB, and CAP. The 
data collected by Broeckx, D'Hooge, Goovaerts, and 
V,~n Den Broeck of Belgian Oil. 

This is a matrix that consists of one variable, 
monthly sales of Winnebego Motorhomes. starting 
with November, 1966, and concluding with February, 
1972. 

This file contains six variables and 33 observations. 
The data is on the percent reduction in blood sugar 
after injection of insulin into rabbits. The source 
of the data is K. A. Brownlee, Statistical Theory 
and Methodology in Science and Engineering, Wiley 
1960, first edition, page 517. 

This file contains data on the monthly closings of 
the Dow-Jones Industrial Index from August, 1968, 
through July, 1972. 

10'3 
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ECDATl 

RALSEY 

IBM 

lQ 

ISAACS 

!MICH 

ThiG file tll1S quarterly ohsprvntion~; un vario\ls 
economic variabl es from the first qUdrl E!r 19/+"7 
through the fourth quarter of 1970. Tht' 
variables are: 

(1) Unadjusted (;NP in billions of d"l];lrs 
expressed as a quarterly rate. 

(2) Money supply (MI) without Sea~l)t1a 1 
adjustment. The data are means of 
daily data in billions of dollars. 

(3) Federal government purchases of 
goods and services unadjusted qtJaTterl~: 
rate in billions of dollars. 

(4) Standard and Poor's Composite Index 1'1': 
Stock Prices (means of daily data). 

(5) Man-days idle due to stril<-es and lock­
outs in millions unadjusted sl'asonillly. 

(6) GNP implicit price deflator,q 19)7·-~9·j9 '" 1 
(7) Time period identification (P.g. 1950 

second quarter is designated ~02). 

This fHe contains datB on t.!egree Jays -;'n 
column one and the year in column 2. The data 
was recorded by the NatioLal Weather Service 
at Midway Airport Chicago fc'r 1932-1971. 

This file contains data on the monthly returns 
on IBM common stock from January, 1961, through 
December, 1967, in column one anei data for the 
s~me period for th~ New York Stork Exchange 
Ad thmetiC' Index in column two. 

Tid!:! is 11 Bet of dat4 thut WBs t;1ntllll:1lt:Hl by tllb 

computer. It consists of 100 numht,rs th8l are 
similar to drawings from a normal distribution 
with mean 100 and standard deviation of 15. 

This file contains weekly data from the week 
ending January 12, 1952 to the week ending 
May 31, 1952, for a commercial laundry. Column 
one contains data on calls made (picks and 
deliveries), column two contains data on sales. 

This file contains data on the mean monthly levels 
for July of each year from 1875 through 1972 of 
Lake Huron. The levels are expressed as elevations 
in feet above the mean water level at Father Point, 
Quebec. The level is contained in column one, the 
year in column two. 



MICH 

MICHl 

MMIND 

This file gives 53 paired observations on 
two methods of measuring iron content in 
crushed blast furnace slag. Column one 
is the measurement by chemical test at 
the laboratory, column two is the measure­
ment by an alternative magnetic test. 

This file contains data on Michigan unemploy­
ment. It contains observations on 83 counties 
in Michigan on the following variables: 

(1) Designated for funding: 1 = yes 0 no 
(2) Funded? 1 = yes 0 = no 
(3) Unemployment percentage 1966 
(4) Unemployment percentage 1970 
(5) Labor Force 1966 
(6) Labor Force 1970 
(7) Dollar funding for public works 
(8) Dollar funding for technical assistance 
(9) Dollar funding for business loa!1s 

This file contains data on Michigan unemplo\"­
ment. It contains obsetvations on 83 counties 
iT Michigan on the following variables: 

(1) Special Federal Funding: 1 = yes 0 = no 
(2) Percentage unemployment in county 1966 
(3) Percentage unemployment in county 1970. 

.LU) 

This file contains data on management salar it'S 
and their job evaluation. There are five variables 
and 67 observations. Column one contains data 
on know-how (KNOWHO). colllmn two contnins data 
on prohlem-solv:lo)1; (I'ROllSO), columTl ti1r('(' cOIIl":1lns 
Jato on accountabt1 it'y (ACeTBL), (·(d umn four I'i 
the total of the scoreH made 00 each of tilt' 
three tests: Know··How, Problem Solving and 
Accountability. The fifth r.olumn contains a 
variable that classifies the person being 
evaluated (CLASS). The variable has the following 
coding scheme: 

0 Top Management 
2 Maj or Divis i 011 1 
3 Major Division 2 

4 Major Division 3 
5 Engineering 
7 Administration 

10 Sales 



ROCKY 

ROCKY2 

SALES 1 

TJT66 

VELMON 

'. 

Thin fill' contains a Bet of rr'fldfugs of 
"hardness" of 100 steel coils produced 
by a steel mill in the Chicago area. 

This file also contains a set of readings 
of "hardness" of 100 steel coils produced 
by a steel mill in the Chicago area. It 
differs from ROCKY only in the fact that 
these data were collected at a later date. 

This file consists of actual monthly sales 
in thousands of dollars in column one and 
judgemental forecasts of sales made hy 
the sales manager of the division in column 
two. There are 24 months of observations. 

This file contains data on soilage percentages 
for a particular kind of bottle cap in 56 
consecutive production runs. 

This file contains data on the velocity of 
money collected by Friedman and Schwatz for 
the American economy from 1891 to 1961. 
Column one contains the velocity figure, 
column two the year. 

----- --------_.-_._----------- .--
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THE UNIVEHSITY OF 'l'gNNESSEr~ l\T CIINI"I'l\Nf J()(;/\ 

CENTER FOR CRIMINOLOGICAL ANALYSlS AND TI<AINING 

CHATTANOOGA, ~ENNESSEE 37401 

SI)S 

Editor: Bob Catale May 

AN INVITATION 

1977 

The staff of Crime Analysis Newsletter invitgs our r.eaders to 
contribute articles and reviews dealing with any aspect of 
crime analysis. Ideally, articles should run between 500 and 
750 words. Topics may fal~ into such categories as, but cer­
tainly not restricted to, statitical analysis, evaluation 
techniques, planning theory, methodological and research de­
signs, and criminological theory. Book and article reviews 
should be of lesser length. 

COMPU"!'ERS AND CRIME ANALYSIS by Joe Maloney 

Computers have drastically simplified the art of crime analysis. 
In the past, the analyst had to have lots of time, deep knowledge 
of statistics and relatively little data. With the advent of the 
computer, these factors have become somewhat reversed. 

When crime analysis was first emphasized, most analysts operated 
'by hand. They had to obtain the data, sort it into relative 
categories, and then perform all the mathematical analysis using 
pencil and paper. If any sizeable amount of data, 50 or lOa, 
observations for example, were to be studied and this data had 
only relatively few variables, say 10, it might take hundreds of 
hours to examine each group observations, make some statistical 
tests (using complicated and time consuming ma.thematics) and 
reach conclusions, some of which might force the analyst to 
reclassify the data and retest. Asstuning it would take a week 
to sort and classify the data, it could take another half a week 
to do the math correctly. When the process had to go through 
several iterations I months could be spent in relatively simple 
analysis. 

Today the amount of time spent can be cut to days through the use 
of the modern computer. This time reduction is possible because 
once the data is loaded into the computer and one of the standard 
computer packages is applied, the analyst can perform several 
statistical tests in a matter of hours just by slightly modifying 
instructions to the com}Juter. The "big black box" works at such 
high speeds (billionths of a second in some cases) that it is 
possible for the analyst to see the results of one round of tests, 
draw hypotheses or conclusions, design a new test of his conclusions 
and run those tests, receiving the se~ond (and even third or fourth) 
round of results the same day. Thus, the computer will reclassify 
the data and calculate the mathematics in seconds, where as the 
analyst might have taken days or weeks to do it by hand. 

~----



To manually pt'rform statisU.cal operat:ons, J..n t.he past, the 
analyst not only ~ad to Know what a co~fficieDt of correlation 
was and what it meant but also how iO qroup t:H:' dCtta properly. 
In addition, he had to know whi1t mahJ..t-'~.ilations had to be done te., 
the data, why those st<~ps were l:(,Cf'S;>cLTy and how t.O do each step, 
plus actually performinq thE"' 'lfter:bmes lntlicat.e calculatIons 
himself. At times it. seemed only tLo~e with ddvanced statistics 
degrees and education c,-,uld peril' :.m sl.mp} (' correlations. Today, 
the analyst needs only to kno'N Hhat ·1 coefficient of correlation 
looks like and what it means. ThE' computer will do all the rest. 
It is still vpry :lel prul if the i.mal·:,~'c i.s thOl"\.1ughly familiar 'wi th 
statistics, but it IS no longer e;S()i:: ~d.1 \<;jt:, i~he Cievelopmer.t 
of software packages such as BMC, SF'S:;, STP and:3Af· tile analyst 
needs to know only how to put. rhe flata iI, tr .. ' l:omplter and how 
to read the p:r intout. The C'ompub:';r clops l'hE- t·~,,;:-t. 

The computer has slmI'll f:ied 3ilaJy.3:Ls. '.an:F 'l'"T]t'·!.ll ,t~; of ':orrpl iea t.E',d 
data can now E}fficirmtly be iealt WiLh. .Pl the past, onl1' <1 h;w 
variables could reqsonaLly ]:,,--" analyzel. Too Indny factors or 
variables made anal y;:;j!; impracti cal.,"il L. t.l1'.' u;;e of a low Ilumbf>r 
of factors, tests W8re always sul;jE:'ct~. to l1'1('st~ion bf.:!cause of factors 
omitted. Intt"--relationships, whetht:r deper den'~ or independent I 

had to be ignorE!J and/or ~)Ii1l'ed loV! or. t.hf' rrioY'l t'} 1 i st. Wi tn 
the computer, m.::ny more factors cal"' b,' 11'L'iu,-hG. in the analysis. 
Tests can now b8 performed that were imr'Ll.:tical L~',' impossiblE. 
before. The computer has ::;implified ,j,nalj~-i.3 becam,e n~lationships 
that had to be ignnred in the past nO\>l can be broug,lt to ligh'.:. 

In the beginning of thj s ar Ucle, I rei erred to crime analysis 
as an art. This is Lec:ause while the computer has qredtly simpli­
fied analysis, final d!lalYSH: is st.ill imperfect c:nd subject to 
several ~nterpLetatiolls. A piece ()f Sculpt-Ire made of garbage 
may be an excellent work of modern dLt, but it lS sLi~l garbage. 
A crime analysis made trom insuffici'l',t ()r bad data may be an 
excellent analysl.s, but will be 'rlol"thle.::>. The acronym that 
applies is GIGO--Garbaqt:: In-(idrbage ,Jut. This prin(:ipal applies 
to crime analysis, computer::;, and other art forms. The artist/ 
crime analyst :r.usl stUI be f.i..rnlliar wi.th his mejia/data. He must 
still be familiar wl{:h t:1e '.:0013 of hi:; C.i: .. Hlf' (t.rusi,:ry points; 
canva:;es or computel:s) al thouqh he doe!:: not need tL, know how to 
make the tools. And, of utmost importanGe, th~' a.rtist/analyst 
must be able t.O look at the prodttct and decide if it makes sense. 

This article has not addressed itself dlrectly to the ability of 
the artist/analyst to understand nis work. ThE" computer does not 
generate creativeity or enhance .LI1Si']ht:. It must be remembered 
that worthle~;s ddta run t.hrough th,~ l:J(ost ana 1 ysis stystem wi 11 
desolve into nothing more than a yood ;Uldlysis of bad informatiol1, 
Le., it will stiJ 1 be worthless. C()rn~Jut.ers cL, not make analysi,; 
better, just faster. 

: 



JOSEPH P. MALONEY is Systems Development Planner for the 
Kentucky Department of Justice. He has been employed in 
a wide range of planning I analysis c'1<1 system development 
positions with the Kentucky SPA since 1972. He holds an 
M.S. in Community Development Planning from the Institute 
of Community Development, University of Louisville. 

CCAT UPDATE 

The second CCAT Crime Analysis Workshop was held on March 14-
18, 1977, at the Sheraton Hotel in dmmtO'.'ln Chattanooga. Spe­
cial computer-oriented seminars were held at the University 
of Tennessee at Chattanooga. Participants totaling nearly 20 
oame from several states in the region. 

Areas covered in this workshop included stat.istical interpre­
tations and analysis, handled by Mike? Devine nf Alabama's Sta­
ti tical Analysis Center and Mario Perez-Reilly \Jf Middle Tf)n­
nessee State University, and data sources ana presentation , 
handled by Keith Harries of Oklahoma State lJniverslty. Also 
included were LEAA Guidelines Review and a Literature Review 
conducted by UTC personnel and others in such div~rse arcas 
as formation of goals and objectives, questionnaire design 
and development, new computer pac;.~ges, and effective graphic 
data display. 

Interspaced throughout. t.he five daYE were times set asidz so 
that conference participants could have private meetings with 
the conference consu1t~nts regarding any special problems they 
had. 

Under the same LEAA Grunt that provided fupds for the crime 
analysis workshop,CCAT personnel devot'?d themselves to prf)Vid­
ing technical assistance (TA). 'rhis t •. :chnical assi "tance for 
crime analysis was provided to the Stilte Planning Agencies of 
Kentucky, North Carolina, Florida, Missississippi, and Tennes­
see. 

BIBLIOGRAPHY UPDATE 

CRIMINAL JUSTICE PLANNING: A PRACTICAL APPROACH, Michael E. 
O'Neill, Ronald F. Bykowski and Robert S. Blair. Justice 
Systems Development, Inc., 1976. 

EXPL,.1\.INING CRIME, Gwynn Nett18r, McGraw-Hill Book Company, 
1974. A fine introduction to the problems surrounding crime 
analysis. 

CITIES AND CRIME: A GEOGRAPHIC MODEL, Keith D. Harries in 
criminology-_ volume 14, No.3, pages 369-386; November 1976. 
Five measures of serious crime and 2'> socio-economic varia­
bles are presented as a basis for interurban crime analysis. 



ON BEHALF OF A ~10RATORlUI4 ON PRlbON CONS TRUCT I 0:.1 , william G. NcJ.gel In 

Crime and Delinquen~. Volume :::3, N(). 2, pages 154-172, April 1977. 
Though initially ,1 re-evaluation of the author' 5 views on priso!l con­
struction the article contains valuablE: analysis and data information 
applicable to crime analysis and plaDling. 

ECONOMIC IMPLICNrIONS OF STANDARDS AFFECTING CORRECTIONAL PROGRAMS, 
Neil M. Singer in Crime and DeLi~quency. Vol. 23, No. :, pages lRO-l~S, 
April 1977. An interesting examJ.nation of the reaU ties of correct.ior;al 
reform. 

CALENDAR OF UPCOMING EVENTS 

The Center for Criminological Analysis and Training will hold its 
second c:::rime Analysis Workshop & Conference of this year in Chattanooga, 
TN, August 22-26, 1977. The workshop/conference is sponsored 'lnder 
a grant from 'rhe Law Enforcement Assistance Adminisl-ration, US Depart­
ment of Justice. The program (see this issue page 3, CCAT Upuat8) is 
designed basically for those engaged in crime analysis and planning in 
state planning agencies, but others are welcome. For full information 
contact: Ms. Linda Myers, Director, Center for Criminological Analysis 
& Training, The University of Tennessee at Chattunooga, Fletcher Hall, 
Chattanooga, TN 37401. Telephone (615) 755-4135. 

********************** 
****************** 

************ 

The University of Tennessee at Chattanooga is a primary campus of 
The University of Tennessee, Dr. Ed\>lard J. Boling, President, UT, 
Dr. James E. Drinnon, Jr., Chancellor, UTC. ThE' Tlni ver si ty of 
Tennessee at Chattanooga supports affirmative action and does not 
discriminate against any applicant for admission or employment on 
the basis of race, color, religion, sex, or national origin. 

Crime Ana~ysis Newsletter was prepared under Grant No. 77-TA-04-000l 
from the Law Enforcement Assistance Administration of the US Depart­
ment of Justice. 
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CCAT1s 1977 CRIME ANALYSIS CONFERENCE WORKSHOPS 

Plans are underway for CCAT's 1977 Crime Analysis Conference 
Workshops. The first of the workshops is planned to be held 
the week of March 14-18, 1977. The second workshop is planr.ed 
for August 15-19, 1977, The aim 0f the conferen('e wcrkshops 
is primarily to help build greater capacity in J.E~"v\ Region IV 
among analyst.s/planners to meet the problems aSk;0ciated with 
crime analysis and state comprehensive plans. Site for the 
conference workshops will be the University of 'l'cnne.1see '1.t 
Chattanooga. Though the site for the workshops i' the same 
as last year 's, the length c,r the workshops has increased :n 
order to present a ,.;ider range of topl';s. 1:k;t:-I~·.'r.f"rence 

workshops wiJ.l deal with essentially the same m"l~cri<i L3. J\reh~., 

to be covered during the week hlng workshops win include: 
statistical iCtt.erpretations and ana1ysiE', LEl"v\ ,'J'uidelines, 'J8,ta 
sources and presentation, methodology, criminolct;,ical theol';[ 
related to crime ana.lysis (ell.), and the rc,le of the computJ:l' 
in CA. 

'l'he various l:;egrnents of the conference work2,hcps wi ,; be 
conducted by CCAT staff members and severa~ ot"ler ,~pe~i[,j,lisL. 

in '.:!"!:'lme ::mal:,eis. ;ur"mi~ :.1108e includf'd will be K~~i:"lj fl, 
Harries of Oklahoma i]tA.te University, Michael DeVine)f thE" 
Alabama Statistical Analysi;:; Center, Mario Perez-Rei2ly of 
Middle Tennessee State University, and Georr,e Dater,man ;)f 
LEM's Washington, D. C. office of CrLminal JusticE' E:iU\':l' hn 
and Planning. 

Participants ill the conference workshop~~ will be ~~?A analys·",stt;l 
planners responsible for crime analysis, LRAA Regi'n IV stat~ 
representatives and others i::,:c';:J"ested in crime analysis. In 
addition to participants invited from Region IV, there are 
11 limited number of openings for other pP!"son::o; wlle might wish 
to attend. Such parties may write to Ms. Linda r·~Y"rs, Director, 
Center for Criminological Analysis and 'rraining, 'rhe LTni vel'S ity 
of Tennessee at Chattanooga, Chattanooga, Tennessee 37401. Therc' 
will be a registration and materials fee for those !.'lot specj,fically 
invi ted. The fees do net iuclude 1'000, lodging or travel ~xpensf::'. 

CCAT's 1977 Conference \-iiJrkJhops B..re flmded under a cr)nti!1uatit'~; 
grant from the Law Enforcement ASGistance Administration 
A.dministe.red through LEAA Region iV ip Atlanta. 
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FINDING A FOUNDATION FOR YOU: CAUGHT IN A PINCH? 
by Linda L. Myers 

Need money? Are you caught in the financial crunch? Do 
shifting priorities leave analysis, research and evaluation 
wanting for money in your area? If so, you may be interested 
in information on alternate sources of funding in the United 
States. Have you considered private foundations? One single 
source of foundation information may be sufficient for your 
needs: Taft Information System: A Method for Keeping 
Current on Foundations, Foundation Reporter. This is 
published periodically by Taft Products, Inc., 1000 Vermont 
Avenue, NW, Washington, DC 20005. Telephone (202) 347-0788. 
This is an expensive service - around $200 per year, but most 
Research and Development Offices on college and university 
campuses already subscribe to the service and may allow you 
to use· their materials. 

Volumes are published in an 8-1/2" x 11" format and are 
approximately 1-3/4" thick. Within the September 1976 volume, 
391 major American foundations are reported on. Each report 
conveys the assets of the foundation, quantity of grants made 
annually, geographic focus and location of awards, particular 
fields of interest to the foundation, contact persons, funding 
cycle and grant format. Examples of the most current grants 
awarded are set forth by category, e.g., Arts and Humanities, 
Education, Health and Social/Welfare. 

In perusing the Taft document, one finds that a substantial 
number of the foundations listed provide funds for research 
and education. Each foundation is described in order to 
provide a person preparing a proposal a sufficient amount of 
information and assistance. 

An additional source of foundation information is The 
Foundation Directory. This is distributed by the Columbia 
University Press. Again this resource might be easily 
located in a UniverSity Research and Development Office. 

The focus of the directory is state and regional. It provides 
only a minimal amount of information and includes foundations 
"established to maintain or aid social, educational, charit­
able, religious, or other activities serving the common 
welfare." The listings include foundations that award 

" 



more than $25,000 per year and/or possessed assets of $500,000 
or more. Information is contained, state-by-state, on 5,454 
foundations existing in 1971. Each listing contains the name 
and address of contacts, donors, purpose, activities and 
financial status. 

Linda L. Myers i~ Assistant Professor of Human Services and 
Director of the Center for Criminological Analysis and 
Training at the University of Tennessee at Chattanooga. She 
has worked as a state planner doing crime analysis and 
teacher courses in planning and evaluation in criminal 
justice. 

AN INVITATION--

The staff of CA Newsletter's invite our readers to contribute 
articles and reviews dealing with any aspect of crime analysis. 
Ideally. articles should run between 500 and 750 words. 
Topics may fall into such categories as, but certainly not 
restricted to, statistical analysis, evaluation techniques, 
planning theory, methodolobical and research designs, and 
criminological theory. Book and article reviews should -
be of lesser length. 

BIBLIOGRAPHY UPDATE 

The goal of this feature will be to "update" the bibliographical 
knowledge of those involved with crime analysis by noting 
recent books and articles. Future issues will include reviews 
of some of the more important literature in crime analysis. 

CRIMINAL JUSTICE PLANNING: A PRACTICAL APPROACH, 
Michael E. O'Neill, Ronald F. Bykowski and Robert S. Blair. 
Justice Systems Development, Inc., 1976. 

EXPLAINING CRIME, Gwynn Nettler, McGraw-Hill Book Company, 
1974. A fine introduction to the problems surrounding crime 
analysis. 

CITIES AND CRIME: A GEOGRAPHIC MODEL, Keith D. Harries in 
Criminology. Volume 14, No.3, pages 369-386; November, 1976. 
Five measures of serious crime and 25 socio-economic variables 
are presented as a basis for interurban crime analysis. 



CALENDAR OF UPCOMING EVENTS 

The National Conference of Criminal Justice Evaluation wIll be 
held in Washington, nC t February 22-24, 1977, in the Sheraton­
Vark Hotel. The conference is sponsored by the Nationdl 
Institute of Law Enforcement and Criminal Justice, Law 
Enforcement Assista~ce Administration, US Department of Justice. 
Conference Chairman will be Arnold S. Trebach. Registration 
fee is $10.00. Contact: Koba Associates, Inc., 2001 S Street, 
NW, Washington, DC 20009. Telephone (202) 265-9114. 

Courses in Crime Analysis are being sponsored by the Theorem 
Institute. Plans call for holding courses in Dallas, Texas, 
February 16-18, I n 77 in Washington, DC March 16-18, 1977, 
in Las Vegas, Nevaoa, May 18-20, 1977: and in San Francisco, 
California, June 22-24, 1977. Contact: Michael E. O'Neill, 
Theorem Institute, 1737 North First Street, Suite 590, 
San Jose, CA 95112. Telephone (40B) 294-1427. 

Progress in Criminal Justice: By Whose Standards? will be 
the theme of a fourth national symposium sponsored by the 
National Clearinghouse for Criminal Justice Planning and 
Architecture of the University of Illinois and the Law 
Enforcement Assistance Administration. Associate spc·nsors 
include the American Institute of Architects and the 
American Probation and Parole Associations, Inc. Dates for 
the symposium are set for April 6-9, 1977 and it will be 
held at the Fairmont Hotel in New Orleans, lAo Tuition will 
be charged. Information can be obtained from Elmer F. Edwards, 
116 Illini Hall, Champaign, Illinois 61820. 

The University of Tennessee at Chattanooga supports affirmative action 
and does not discriminate against any applicant for admission or 
employment on the basis of race, color, religion, sex, or national 
origin. 

Crime Analysis Newsletter', was prepared under Grant No. 76-TA-04-0002 
from the Law Enforcement Assistance Administration of the 
US Department of Justice. 

The University of Tennessee at Chattanooga is a primary campus of 
The University of Tennessee, Dr. Edward J. Boling, President, UT, 
Dr. James E. Drinnon, Jr., Chancellor, UTC. 
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HELLO! 

The Center for Crimirl'Jlogical Analysis and 'I'ra:i.nlr'.r; (CCAT) W-3,:3 

established in March 1976 and is housed within the G'riminal ,Tu:,­
tice Program of The University-of 'l'ehnensee at Chattanooga. TrK' 
primary purpose of CCAT is to foster sound analysis in all at'F3S 
of criminal justice research and planning. In its first year 
of activities, CCAT prepared and presented a Crime Analysi~~ 
Workshop and delivered technical assistance among the eif~~ 
states in I.EAA Region N. New workshops and seminars are be:inp: 
planned for the coming year. 

Currently, CCAT has f'mdf~ available to provide teehni eal assis­
tance to State Planning flgencies in Region IV. Speci fie areas 
where CCAT is availab le to assist include, but are not limited 
to, overall general gi lideline compliance for crime analysis, the 
addressing of special conditions, selecting of data for compar­
isons and predictions, developing research designs and methodol­
ogies for crime analysis, and data display techniques. 

In addition, CCAT perBormel are available as consultants for 
crime analysis, time permitting, outside of I.EAA Region N. 

l3ClUNDARY IMPACTS IN CIID1l~ ANALYSIS by Keith D. Harries 

Probl~ms in urban crime analysis that are frequently overlooked 
- or underestimated - relate to the impact of changes in city 
boundaries" or the eN'ects of socioeconomic changes occurring 
just beyond these bo' mdaries . First, t.he impact of boundary 
changes. 

Armexation to cit~r tl 'rrj tory is commone8t in regions outside 
the eastern U.S. lhe latter tends to be "locked inll to current 
city bOtmdaries· becau:;e cities are relatively old and have be­
COIOO surTounded by other incorporated areas. Outside the east, 
however, roore territory is available for expansion, which in 

" 



some cases has taken the form of consolldation of the city with 
the county. Consider the j1Tlpact of annexation on crime statit1-
tics. TYPically, the annexed area will be a white suburb, often 
affluent, and may include essentially rural areas. These new 
areas are likely to be targets of property crime - particular­
ly burglary - since they have historically lacked police patrol 
and yet are attractive by virtue of their wealth and the oppor­
tunities associated-with that wealth. Street crimes of violence 
are less likely, since the new areas are probably distant from 
central city problems and will often lack the retail establish­
ments, including banks, that would be robbery targets in more 
developed districts. Thus population-specific rater of Index 
crime would, over time (holding all else constant) be expected 
to dip in the violent categories but possibly increase ir1 the 
property columns. Since annexation often precedes the develop­
ment of major subd:ivisions, the nature of those new areas of 
construction should also be considered. Doe~3 the design offer 
"defensible space"? What will be the age/sex cornposit:1on of the 
incoming population? Will'the population consi8t of rnigrrultS 
['rom another state or nation? If so, what are the culi ure trai t3 
of the group with respect to possible criminal activity? 

Second,what is the effect of socioeconomic chru1gE' beyond ~xist­
ing boundaries? The structure of our lncal government tends tel 
encourage a rather nw,)pic view of their ,jurisdictions by police 
and other agencies. ItrJ.d yet what is going on outside the city 
limits may have a profound impact on the city itself. Rural 
non-farm population i:, V8ry varied demographically,ranging from 
affluent mansions to mobil home parks with sharply differing 
levels of amenity. Given the mobility that our cHi7ens have, 
the characteristios of this outlying population are worth look­
ing at rather carefully - from both sides of the city line. 'The 
sheriff may have to deal with the crilne displaced out of the 
city by successful urban enforcement, and vice versa. 

In s1.IDYl1Cl.Y'Y, crime trends over time mny be pl"ofoundly affected 
['Y numerous factorn, two of which are ch8l1i:~es in (,jty bound­
aries and in "exurban" population ch811 acterist;ics. RigOroUf 
crime analysis should take these problems into aCc01U1t . 

. About the author ... 

Keith D. Harries i8 L\,;sociate Professor of GeogT'aphy at Okla­
hane State University. Recent works by ProfpGsor Harries :i.mr'or­
tant to those involved in crime analysis include The GeograplJy 
of CrimP and Justice (1974) and "A Crime Eased Analysis . and 
Classifjcation of 729 American Cities!! in Social Ind.i.cators Re-
search (1976). . 
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PEOPLE IN CRIME ANALYSI~; 

Our objective with thi8 feature is to encourage and facilitate 
better cormnmications in Region IV by providing brief profiles of 
a few of the people doing crime analysis - their work, their back­
grounds, and their special interests. 

MICHAEL DEVINE, born under the astrological sign of Sagitarius, 
has been working since 1975 at, the Statistical Analysis Center 
(SAC) of Alabama.' s Criminal Justice Information Center in Mont­
gorrery. Mike graduated l'.rom both the B.A. (1970) and M.S. (1971) 
progrems in psychology at Auburn Uni versi ty. He has primary re­
sponsibilities at SAC for coordination of data collection and 
supervision of analysis and interpretation of data, for Alabama's 
comprehensive planning process. Additional duties include de­
velopment of resource allocation systems for the state's crimi­
nal justice modules ,administration of the Alabama Uniform Cri1re 
Reports section of the Alabama Criminal Justice Information Sys­
tem (ACJIS), and evaluation of law enforcement data systems 
effectiveness. Areas of interest, evidenced by publications, 
have included evaluation of criminal behavior and measurement 
and prediction studies of criminal behavior and recidivism. 
Before assuming his present posi tioD at SAC, Mike was a research 
project director at both the University of Alabama and Auburn 
University • 

Current acti vi,ties include working through a flow simulation of 
a sample of the Alabama Courts System, development of both a 
mapping/modeling system for use in the criminal justice area 
and of a research project to def:1ne the "real" crime rate in 
Alabama. 

BIBLIOGRAPHY UPDATE 

The goal of this feature will be to "update" the bibliographical 
knowledge of those involved with crime analysis by noting recent 
books and articles. Future issues will include reviews of some of 
the rrnre important literature in crime analysis. 

EXPLAINING URBAN CRIME RATES. Sheldon Danziger in Criminology. Vol. 14 , 
No.2, pages 291-296; August, 1976. 

SAMPlE SURVEYS OF 'IRE VIc.."1~ OF CRIME. Wesley G. Skogan in Review of 
Public Data Use" Vo1.4, No.1, pages 23-28; January, 1976. 

SINUSOJDAL PATIERN ANALYSIS IN CRJMINAL INCIDENCE. Jerry Banks and 
David Vatz in Criminology. Vol.l4, No.2, pages 251-258; August, 1976. 

HOOCIDE TRENDS IN ATLANTA, R.S. Munford, R.S. Kazer, R.A. Feldman, and 
R.R. Stivers in Criminolol?il. Vol.14) Ne-..,2, pages 213-232; August, 1976. 



CAJ .. ENlJAH OF UPC(J1nJG E\WN'I~ 

'Ihe Sixth National FC'rum on Volunteer's in Crinllncil Ju.ntice will 
h(~ held in Atlanta, CA from Oct. 17-20. For informa.i:ion write: 
Volunteers in Cr 1mi nal Justice, 800 Peachtree St., Room 31;, 
Atlanta, GA 30308. 

NOVEMBER 

'lhe American Societ¥.-)f Criminology Annual Mef;t1ne. w.iJ 1 1;e L,.:,: 
in 'Tucson, AZ !Jov. '~-7. Contact June Morrison, SchuI )1 IJ' " -

lice Administration, University of Ari~()na at Tucson 85712. 

The 1976 Conference of the Societ of Police and Crir.linal 1~-:: 
chology is scheduled for Nov. 1 20 at Gulf Park Campur:; of tht"" 
University of Southern MississippLContact:Dr. Micke;,1 Brasw:l: 1 

Box 221, Southern Station, Hattiesburg, MS 39401. 

Indiana University has published its 1976-'77 tr3.ining cal(}fl­
dar. For information contact: funa1d P. Weir, Trng. Spec., 
Center for CrIminal Justice Trng., Indiana University, H3rI'isor 
Bldg., Su.ite 502, n? Market st., Indianapolis, IN 46204, C3l'rI 
264-4607. 

'Ihe Universjty of TermeSSAf? at Chattanooga 3upports affiT'.lTk:1.tive act-jon 
and does not discrirrdnate b.g8inSt any app1j cant for admission 'Jr emp1ny­
rrent on the basis of race, color, religion, sex, or natj.ona1 ()rigin.-

Crime AnalYc>is Newsletter vras prepared under Grant Nr:'. 16-TA-04-0G02 
from t.he LfLW Enforcement ASDi:,tance AdministrHtic:-l (If thp U. S, Department 
of Justice. 

j'he Urrlversity of TennesseE' at Chattanooga is a prirrary carrpus of ThP 
Un:!.vt-'I'sity of Tennessee, Vr. Edwar'd J. Boling, Presider;t, ln', i'r. JBJl1r::':3 
E. f)t'jrmon, Jr., Cllffi1ce llor, U'IC. 
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